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Society
 Top science stories of 2023 
 Twelve standout news events and trends in a tumultuous year 

 By Nicola Jones
    12.21.2023  
Lea en español
As 2023 rolls to a close, Knowable
Magazine has looked back over its articles and canvassed editorial committee members from the 51 academic journals — covering analytical chemistry to vision science — published by Knowable’s parent company, Annual Reviews. From good news to bad, from novel vaccines to insect invaders, this year left us with much to ponder. Here we present 12 newsworthy developments from 2023.
Jabs for hope
Hot on the heels of the Covid-19 vaccine success story (including updated jabs that target Omicron subvariants of the rapidly shifting virus), 2023 saw the greenlighting of several new vital vaccines. Abrysvo and Arexvy, the first vaccines against respiratory syncytial virus (RSV), a cold-like virus that can be dangerous for the old or the young, are now available in the United States and elsewhere. And the World Health Organization has recommended a second malaria vaccine, R21, following RTS,S in 2021. RTS,S has already been given to nearly 2 million children in Africa; the new vaccine is about half the price.
This double hit against malaria is a “huge win” for kids, says Matthew Laurens, a pediatric infectious disease specialist at the University of Maryland School of Medicine in Baltimore, who wrote about malaria vaccines in a 2022 opinion article for Knowable. “Like Covid-19, we need multiple malaria vaccines if we’re to succeed in combating this deadly disease.”
Scary smarts
One of the biggest newsmakers of the year was artificial intelligence (AI). San Francisco tech company OpenAI’s conversational bot ChatGPT, first launched in November 2022, was estimated to have more than 100 million monthly users by January 2023. People were simultaneously impressed and appalled by the capacity of AI based on deep learning (a technique inspired by the human brain) to write everything from poetry to class essays and research papers. “In terms of public interest, I have not seen anything like this in my 30-year career,” says Colin Phillips, a psycholinguist at the University of Maryland and co-editor of the Annual Review of Linguistics.
Rapidly improving AI has left governments, scientists and consumers alike wondering how best to harness its abilities and guard against its misuse, including the deepfakes now featuring in scams and propaganda. International leaders agreed to work together to guide the technology at the UK’s AI Safety Summit in November — hoping to get regulations in place before computers grow smarter than people.
Wild weather
News reports of broken heat records are starting to sound like, well, broken records. But 2023 really was a standout: The planet had its hottest year on record. As of October, it was about 1.4 degrees Celsius warmer than the 1850–1900 average, topping the previous greatest above-average heat bumps of about 1.3 degrees C in both 2020 and 2016.
This extreme heat of 2023 resulted from both long-term climate change trends and the year’s El Niño, a natural climate pattern that, overall, tends to make the world warmer. This was the hottest summer since recordkeeping began in 1880, and September was by far the most weirdly warm month ever seen. These trends have been shown to play a role in much of 2023’s wild and destructive weather, from Canada’s wildfires to Libya’s floods. Researchers suspect that the planet will hit a long-term average of 1.5 degrees C warming — a commonly quoted target for maximum warming — sometime in the early 2030s.
Rapidly improving AI has left governments, scientists and consumers alike wondering how best to harness its abilities and guard against its misuse.
“Climate change is no longer about our grandchildren or polar bears — it is here, and now affecting everyone, everywhere on the planet, but especially devastating for the poor,” says Diana Ürge-Vorsatz, an environmental scientist and climate expert at Central European University and vice-chair of the Intergovernmental Panel on Climate Change. Ürge-Vorsatz co-penned an editorial calling for action against environmental crises in 2022’s volume of the Annual Review of Environment and Resources, for which she is a committee member.
Everything electric to end emissions
In December, delegates at the United Nations climate change convention discussed the first official inventory of our actions to combat global warming. The “global stocktake” concluded that while the world is making some progress and it will be possible to reach the Paris goal of limiting global warming to 2 degrees Celsius, leaders are going to have to accelerate action to get there.
For now, fossil fuel production remains too high for climate targets. But a Climate Analytics report says that there’s a 70 percent chance that greenhouse gas emissions will fall in 2024, making 2023 the “peak” year. Of course, getting away from fossil fuels means ramping up alternative energy sources. Renewables are soaring — particularly solar, and particularly in China. “Prices fell and penetration increased exceeding all projections,” says Ürge-Vorsatz of renewables. “In the first half of 2023, several countries have produced over three-quarters of their electricity from weather-dependent renewable forms of energy — still often deemed impossible by many experts.” At the December UN meeting, nations pledged to triple the planet’s renewable energy capacity by 2030.
New batteries in development will also help — 2023 saw a lab breakthrough in developing “lithium air” batteries. Meanwhile, researchers note some signs of hope that nuclear fusion might one day be feasible. The National Ignition Facility, an experimental laser-based fusion device at Lawrence Livermore National Laboratory in California, has produced slightly more energy than it used a total of four times since December 2022.
Fancy feast
As the world’s population grows, the quest continues for alternative high-protein foods that might mimic the sensory pleasures of meat without the attendant environmental problems from deforestation, greenhouse gas emissions and more. One option now on US plates is lab-grown meat, which was approved by regulators in June 2023, making the United States the second country to move “cellular meat” to market. Meanwhile, companies are also pursuing ever-better ways to make high-protein foods out of everything from insects to filamentous fungi to microbes that can convert air and hydrogen into edible food.
“Climate change is no longer about our grandchildren or polar bears — it is here, and now affecting everyone, everywhere on the planet, but especially devastating for the poor.”
— Diana Ürge-Vorsatz
It’s exciting to see lab-grown meat finally reach the market, says Julian McClements, a food scientist at the University of Massachusetts Amherst and editor of the Annual Review of Food Science and Technology, who has written about next-generation plant-based foods. Scaling up that tech, he says, “has potential to create a more healthy, sustainable and ethical food supply.” At the same time, many nutrition experts are raising the alarm about ultraprocessed foods, and foods packed with sugars, salts and fats to increase desirability. Another more sustainable and healthier option to the world’s current diet would be to just eat more plants.
Body maps
Efforts to better understand the human body in health and disease got a boost this year with several projects aiming to map out vital organs and improve diversity in medical datasets. “It’s really an exciting time,” says Sarah Teichmann, co-lead of the Human Cell Atlas initiative and a member of the Annual Review of Genomics and Human Genetics editorial committee.
In June, researchers unveiled a comprehensive atlas of the lung, compiled from studies of 2.4 million cells in 486 people and highlighting cellular features common in cancer and Covid-19. In October, the largest-yet brain atlas was released, including more than 3,000 cell types, some of them new to science. Researchers are also expanding efforts to sequence and study the genomes of ever more people on this planet, hoping to shift medical datasets away from a current, common bias toward men of European descent. In October, a plan was launched to create the largest-yet database of genomes from people of African ancestry. All these efforts “could help lead to global democratization of health care in the future,” says Teichmann.
Ocean waves
For the oceans in 2023, “it was the best of times, it was the worst of times,” says Nancy Knowlton, a marine biologist with the Smithsonian National Museum of Natural History in Washington, DC, who wrote about reasons to be optimistic about ocean health in the 2021 Annual Review of Marine Science. On one hand, beleaguered global oceans hit a record high temperature in April and in August (near the tail end of the summer season for the global south and north, respectively), with “seas as hot as a hot tub,” says Knowlton. On the other hand, she says, 2023 saw “major steps being taken to reverse the trajectory of ocean decline.”
“The CRISPR revolution is the fastest advance in biomedicine I have seen. ... This approval is just the first of many gene medicines to come.”
— Donald Kohn
 
That includes a High Seas Treaty, agreed upon in March after years of effort, to provide more oversight of international waters. The treaty carves out ways to share benefits from genetic resources dug from the deep, and to create marine protected areas far from any national shores. Meanwhile, progress was made on a separate treaty aimed at eliminating plastic pollution — including the single-use plastics that plague marine environments. That treaty, due in 2024, might cap plastic production, better regulate recycling and promote more sustainable, healthier materials — like bioplastics or novel uses of wood.
Insect invaders
The insects in the spotlight this year were bedbugs, which ravaged first Paris (during Fashion Week, no less) and then Asia. But buggy concerns go far beyond this; a raft of far more damaging pests are also on the move, devastating crops and forests around the world. In September, a report from the Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services (IPBES) reported that alien invasives, including insects, are a major factor in 60 percent of species extinctions. But while pests are spreading and making pests of themselves, there’s a parallel problem of insect decline (sometimes called the “insect apocalypse”), though numbers are still scant to document the collapse among our planet’s 5.5 million species of insects.
“Insects are not optional; they are the little things that run the world and if they were to disappear, humans would last but a few months,” says University of Delaware entomologist Doug Tallamy (read his 2023 interview with Knowable). Researchers are investigating new angles for insect conservation, including using genomics to track and assist the creatures’ ability to adapt.
Transplant tech
Lab advances are promising hope for people in need of organ transplants. This year, medical researchers for the first time managed to transplant previously frozen organs: In a landmark study published in June, rats successfully received kidneys that had been cryogenically frozen for 100 days. Researchers also made great strides in exploring medical use of organs from animals: Last year, a 57-year-old man with terminal heart illness survived for two months after receiving a pig heart. In 2023, researchers reported that a monkey survived an amazing two years with a pig kidney, thanks in part to genetic modification.
“Organ transplantation is close to my heart, as some family members have been recipients of kidney transplants,” says Edgar Arriaga, a member of the Annual Review of Analytical Chemistry editorial committee who applies chemistry and engineering to biomedical challenges. The new developments “shine renewed optimism onto many people whose only hope for having a normal life is a functional organ.”
Reaching for stars
India became the fourth country to successfully put a lander on the Moon, to great fanfare. And NASA announced its intended crew for the next planned trip to the Moon (which will be in 2024 at the earliest). The four-person crew includes the first woman, the first person of color and the first non-American to head to the Moon.
Meanwhile, researchers looking far beyond the Moon to the stars now have a better tool in their toolkit: code that, finally, treats stars as the somewhat flattened, rotating, evolving balls that they are, rather than assuming they are perfect spheres. “At long last, this paper comes up with better models,” says Conny Aerts, an astrophysicist at KU Leuven in Belgium and a member of the Annual Review of Astronomy and Astrophysics editorial committee. “This is a remarkable achievement of major importance for astrophysics, because almost everyone in our field relies on stellar models.”
Fighting fat
The World Obesity Federation’s 2023 atlas predicts that more than half of the global population will be obese or overweight by 2035 — but new, effective drugs are emerging based on a better understanding of the hormones that control body weight. Many previous weight loss drugs targeted neurotransmitters such as norepinephrine to hit satiety and hunger centers in the brain. A new strategy instead targets the gut hormone GLP-1 (glucagon-like peptide 1), with a swath of benefits ranging from appetite suppression to blood sugar control.
New, effective drugs are emerging based on a better understanding of the hormones that control body weight.
The GLP-1-targeting drug Wegovy, approved in 2021, has proved wildly popular for weight loss, and this year a study showed that it could address heart problems in some patients, too. In November, a competitor, Zepbound, was also approved for weight loss in the United States. These developments are expected to lower the price on these expensive, injectable drugs. “This is truly an exciting and propitious time to be caring for individuals with the disease of obesity,” write endocrinologists Ania Jastreboff and Robert Kushner in an article tackling the subject in the Annual Review of Medicine.
Gene editing
In November, the UK medicines regulatory agency became the first in the world to approve a therapy that uses CRISPR gene editing — a revolutionary biotechnology that snips at DNA like a molecular scalpel. The United States followed suit in December. The treatment, called Casgevy, helps people with conditions caused by defective hemoglobin production or function, including sickle cell disease. The therapy is started by taking blood-producing cells out of the bone marrow of patients. The cells are genetically altered in the lab so that they produce fetal rather than adult hemoglobin, then infused back into the patient.
“The CRISPR revolution is the fastest advance in biomedicine I have seen,” says Donald Kohn, a medical geneticist at UCLA and coauthor of a recent overview of gene therapy in the Annual Review of Medicine. “This approval is just the first of many gene medicines to come.” CRISPR therapies are also being developed to tackle cancers, blindness, HIV, diabetes and more.
10.1146/knowable-122123-1


Nicola Jones is a contributing editor and writer for Knowable Magazine and lives in Pemberton, British Columbia. Read more about her and her work on her blog.
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Physical World

 Q&A — Geochemist Esteban Gazel 

 Central American volcanoes offer clues to Earth’s geological evolution 
 Along 1,100 kilometers, from Mexico to Costa Rica, lies the Central American volcanic arc, where the variety of magma types make for a geological paradise 

 By Pablo Fonseca Q.
    12.20.2023  
Lea en español
Over millions of years, the Earth’s upper layers have performed a dance that has created mountains, volcanoes, continents, ridges and ocean trenches.
Tectonic plates play a key role in this process. These huge, irregular slabs of the Earth’s crust — the solid rock surface where humans live — and the upper part of the underlying mantle “float” on a deeper, warmer layer of the mantle. When two plates meet, sometimes one gives way and ends up sinking little by little into the depths, in a process known as subduction.

CREDIT: JAMES PROVOST (CC BY-ND)
Geochemist Esteban Gazel
Cornell University
If the phenomenon occurs along the entire length of the plate boundary, a line of volcanoes, known as a volcanic arc, forms. There are volcanic arcs in the Andes of South America, Tonga in the South Pacific Ocean, the Aleutian Islands of Alaska, the Philippine Islands and Central America, among others — all of them part of the Pacific Ring of Fire, where earthquakes and volcanoes are common.
The Central American arc is relatively small, just 1,100 kilometers long. But it contains an important variety of different types of magmas, some of which are unique on the planet. It is a “geological paradise” hiding secrets worthy of investigation, says Esteban Gazel, a geochemist at Cornell University in Ithaca, New York. “Central America has a rich combination of conditions that allow the comparison of different natural experiments in magma generation,” he and his two coauthors wrote in a review published in the 2021 Annual Review of Earth and Planetary Sciences. 
Central America was born on what used to be an oceanic plate, as a consequence of the subduction of tectonic plates. About 150 million years ago, a slow process began that gradually allowed volcanic islands to grow between the continental masses of northern and southern America. About 3 million years ago, the area now comprising Costa Rica and Panama was finally joined to the north of present-day South America, creating a single landmass from Alaska to Tierra del Fuego.
In the last 11,000 years, 70 volcanoes have been active in this part of the Ring of Fire. Just as volcanoes have created fertile lands where agriculture and cattle-raising have flourished, they have also brought death and displaced populations. In 1902, for example, following a series of earthquakes in the region, the Santa Maria volcano in Guatemala recorded one of the largest and most explosive eruptions of the 20th century. In 1968, an eruption of the Arenal volcano in Costa Rica left 78 dead; and in 2018, the Fuego volcano in Guatemala erupted, killing more than 100.
Gazel carried out his first studies as a geochemist in Costa Rica, his home country. In this interview, edited for length and clarity, he explains how the geology of Central America helps us understand the evolution of our planet.
What is the Central American volcanic arc?
It is an alignment of dozens of volcanoes, not all of which are currently active, stretching from the border between Mexico and northern Guatemala to central Costa Rica. Among them are the volcanoes of Fuego and Tajumulco in Guatemala, Santa Ana in El Salvador, Masaya and Momotombo in Nicaragua, and Arenal and Poás in Costa Rica. This arc is the result of the subduction of the Cocos plate under the Caribbean plate. The Cocos plate is produced in a ridge in the Pacific Ocean. The ridges are submarine fractures through which magma emanates. When magma comes out at a ridge, it pushes the plates, cools, crystallizes and creates new crust.

The Central American volcanic arc is an alignment of dozens of volcanoes stretching from the border between Mexico and northern Guatemala to central Costa Rica. This arc is a product of the subduction of the Cocos plate under the Caribbean plate and generates a variety of different types of magmas, some of them found nowhere else on the planet.
When the plate subducts, it is filled with volatile elements, mainly water and carbon dioxide. At about 60 kilometers deep they become unstable. Because of the high pressure and temperature conditions at those depths, the minerals will break down and the volatiles will come out in a very special form: a hybrid between a liquid and a gas, which is known as a supercritical fluid or a melt. This fluid interacts with the rest of the materials and fuses the rocks of the mantle. This is the process that generates the magma that comes to the surface in the form of lava.
When did this process begin?
We have a history of volcanism in Central America going back many millions of years. The arc has been growing and evolving, creating different versions. It began to form about 150 million years ago, at the time of the dinosaurs.
The tectonic system moves and accommodates itself. For example, the Cocos plate does not have the same subduction angle along the arc’s 1,100 kilometers; the way in which it enters under the Caribbean plate — its entry angle — is different in different areas. This affects the formation of the arc.

When plates converge at subduction zones, the thin, dense oceanic crust sinks beneath the thick, buoyant continental crust. Volcanoes form when the subducting oceanic plate becomes hot enough to melt materials and create magma that rises to the surface as lava.
For example, some 20 million years ago, the arc was where the San Carlos plains are — north of what is now Costa Rica — and to the east of today’s Nicaragua Lake. It resembled today’s Mariana Islands [a group of islands aligned north to south, close to each other and located southeast of Japan]. The arc continued to where Chiapas is today, in Mexico.
Today, the arc is closer to the Pacific coast in northern Central America and toward central Costa Rica. Most of the volcanoes you see today are 500,000 to 250,000 years old. But there are also younger volcanoes. Nicaragua’s Cerro Negro is the youngest, dating from 1867.
The Earth evolves and leaves old versions. The pages of the evolution of the planet are written on these rocks.
What makes the Central American volcanic arc unique?
It is something incredible. The geochemical variations from Nicaragua to Costa Rica are the most extreme on the planet. Throughout Italy there are magmas similar in chemical composition to those of Costa Rica, but all those volcanoes in Italy are going to be very similar to each other.
In the Mariana Trench in the western Pacific Ocean, the magmas are very similar to those of Nicaragua, but all the volcanoes in the Marianas produce magmas very similar to each other.
Italy and the Mariana Trench are separated by thousands of kilometers, while Costa Rica and Nicaragua show important geochemical differences in their magmas even though they are very close. The extreme amount of variation in such a small area makes Central America the only place on the planet with these characteristics, and therefore a unique natural laboratory.
Why is there so much variation?
The regional variation is controlled by the angle of subduction and the composition of the subducted material. The local variations of Central American volcanoes are controlled by the volume of the volcano. Very large volcanoes have more molten material coming from the mantle and less variability. In contrast, smaller volcanoes have much more geochemical variation. Large volumes of magma homogenize the signal, and smaller volumes show us more extremes.

Masaya Volcano is located near the city of Masaya, Nicaragua, about 22 kilometers south of the country’s capital, Managua. It is part of the Central American volcanic arc.
CREDIT: ROBERTO DESTARAC PHOTO / SHUTTERSTOCK
Central America also has a combination of denser oceanic crust and lighter continental crust. What does this mean and what does it teach us?
It is something very unique to Central America. In the Mariana Trench, the whole arc is developed in oceanic crust. In the Andes, in South America, the entire arc develops in continental crust. In Central America, the arc starts in continental crust in Chiapas and Guatemala, and when we enter Costa Rica, we enter the oceanic crust. All the magmas in Costa Rica are oceanic arc magmas that look very much like the Marianas, until about 15 million years ago when things start to change again, and the magmas in Costa Rica start to look more like continental crust. This tells us that this is a very dynamic zone.
Why does this happen?
Fifteen million years ago, a much younger crust began to reach what is now Costa Rica, with the Galapagos seamounts — submerged oceanic islands in the Pacific Ocean that once were like what are now the Galapagos Islands of Ecuador. That is what is known as a hot spot, a thermal anomaly that brings material from the Earth’s lower mantle. These islands travel with the plate, submerge, and eventually collide and enter the Costa Rica-Panama subduction zone, where the Cocos plate dives under the Caribbean plate.
This plate has a unique geochemical signature that shows up in the volcanoes of Costa Rica and Panama. The conclusion from a lot of my work over the years is that Costa Rica was not continental crust, and since about 15 million years ago one of the youngest continental crustal terranes [fragments consisting of a distinct and recognizable series of rock formations that has been transported by plate tectonic processes] on the entire planet has been formed by the melting of these seamounts in the subduction system. So it is also a natural laboratory.
Cocos Island [an island and national park located in the Pacific Ocean, some 500 kilometers off the Costa Rican coast] is part of a series of seamounts. These mountains are entering the subduction zone and are melting. As the crust evolved from oceanic to continental, its density was reduced, allowing Costa Rica and Panama to emerge from the sea. This process contributed to the closure of the Central American isthmus, which finally occurred about 3 million years ago. The birth of the volcanic arc helped to generate sediments in the area, and tectonic activity raised the surface until a complete closure occurred.
So, is Cocos Island getting closer to the mainland?
Yes. In several million years, it will subduct and then come out again as a volcano like Poás or Irazú in central Costa Rica today, where the Galapagos signature is extremely evident.
What are the tools you use to investigate volcanic arcs?
The main tools are the volcanic rocks, obtained after an eruption, because their chemical composition is controlled by these processes. We analyze them using electron microscopes, spectroscopes and mass spectrometry to infer their origin, age and evolution.

The 3,763-meter-high Fuego volcano is located 35 kilometers southwest of Guatemala City. On June 3, 2018, a major eruption triggered an avalanche that swept through the community of San Miguel Los Lotes and part of a highway in the neighboring town of Alotenango, leaving many dead and missing.
CREDIT: ALAIN BONNARDEAUX / UNSPLASH
How has your field evolved over the years?
I started doing research in volcanology and geochemistry at the Nuclear Research Center of the University of Costa Rica. I started there because geology and volcanology at that time were very descriptive. The nuclear physics researchers implemented more quantitative measurements. When I started my career in the United States, my science evolved to be much more numerical and less descriptive.
In the last decade, and especially the last five years, as a community we have moved to a volcanology that is incredibly precise and quantitative.
That’s only going to continue to expand. We’re already at a point where to be a modern geologist you have to know about geochemistry equipment, about programming, about statistics. Now there is machine learning and artificial intelligence, and all those tools are being used along with field and laboratory data.
Geologically, what does the future hold for this region?
What we must understand is that in Central America we live in a tectonic and volcanically active zone. Prevention and good construction really make a significant difference to save lives in the face of eruptions and earthquakes. Because volcanoes are going to keep erupting and earthquakes are going to keep happening. It is the natural process of evolution.
What new research is coming up?
In January 2024, a group with professionals from different parts of the world will go to Poás volcano in Costa Rica to test new technologies to study volcanic processes and with the goal of someday having a better idea of how to forecast a volcanic eruption. The person organizing it from the United States was my post-doc mentor.
And my lab was just funded by the US National Science Foundation to study Plinian eruptions of mafic composition. Plinian eruptions are the highest-magnitude eruptions, like the Vesuvius eruption that destroyed Pompeii. They are generally felsic, meaning they are high in silica. However, there is a group of mafic eruptions that are high in magnesium and iron that also have that magnitude. In Central America, Nicaragua’s Masaya volcano holds a record for one such eruption.
How can Central America teach us about Earth’s formation more broadly?
If we want to understand how the continents were formed in the early part of the Earth’s evolution, one of the best places to work is Central America.
If we want to study the process of subduction, how it starts and how the composition of continents changes, we have that history in Central America.
If we want to study samples of materials that traveled to the interior of the Earth, that “visited” the mantle in a subduction zone and came up again, they are exposed in Guatemala.
If we want to understand the mechanisms that start very high-intensity eruptions, we have a record of eruptions in Nicaragua and Costa Rica.
So Central America is already a natural laboratory, and it will continue to be a place where many geological processes can be studied.
Additional examples where Costa Rica has something that is very unique are the exposed oceanic crust on the Nicoya Peninsula and the exposed mantle on the Santa Elena Peninsula. In Santa Elena, we have the terrestrial mantle exposed, and you see rocks, known as peridotites, which formed at depths of 50 to 70 kilometers and were brought to the surface by tectonic activity. These are incredibly unique and very interesting sections, which have been the focus of many years of research that have allowed us to better understand the structure, composition and history of the mantle.
Central America will continue to be studied for its diversity: a geological paradise.
Article translated by Debbie Ponchner
This story is part of the Knowable en español series on science that affects or is conducted by Latinos in the United States, supported by HHMI’s Science and Educational Media Group.
10.1146/knowable-122023-1
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Technology
 Why scientists are making transparent wood 
 Stronger than plastic and tougher than glass, the resin-filled material is being exploited for smartphone screens, insulated windows and more 

 By Jude Coleman
    12.07.2023  
Thirty years ago, a botanist in Germany had a simple wish: to see the inner workings of woody plants without dissecting them. By bleaching away the pigments in plant cells, Siegfried Fink managed to create transparent wood, and he published his technique in a niche wood technology journal. The 1992 paper remained the last word on see-through wood for more than a decade, until a researcher named Lars Berglund stumbled across it.
Berglund was inspired by Fink’s discovery, but not for botanical reasons. The materials scientist, who works at KTH Royal Institute of Technology in Sweden, specializes in polymer composites and was interested in creating a more robust alternative to transparent plastic. And he wasn’t the only one interested in wood’s virtues. Across the ocean, researchers at the University of Maryland were busy on a related goal: harnessing the strength of wood for nontraditional purposes.
Now, after years of experiments, the research of these groups is starting to bear fruit. Transparent wood could soon find uses in super-strong screens for smartphones; in soft, glowing light fixtures; and even as structural features, such as color-changing windows.
“I truly believe this material has a promising future,” says Qiliang Fu, a wood nanotechnologist at Nanjing Forestry University in China who worked in Berglund’s lab as a graduate student.
Wood is made up of countless little vertical channels, like a tight bundle of straws bound together with glue. These tube-shaped cells transport water and nutrients throughout a tree, and when the tree is harvested and the moisture evaporates, pockets of air are left behind. To create see-through wood, scientists first need to modify or get rid of the glue, called lignin, that holds the cell bundles together and provides trunks and branches with most of their earthy brown hues. After bleaching lignin’s color away or otherwise removing it, a milky-white skeleton of hollow cells remains.
This skeleton is still opaque, because the cell walls bend light to a different degree than the air in the cell pockets does — a value called a refractive index. Filling the air pockets with a substance like epoxy resin that bends light to a similar degree to the cell walls renders the wood transparent.
The material the scientists worked with is thin — typically less than a millimeter to around a centimeter thick. But the cells create a sturdy honeycomb structure, and the tiny wood fibers are stronger than the best carbon fibers, says materials scientist Liangbing Hu, who leads the research group working on transparent wood at the University of Maryland in College Park. And with the resin added, transparent wood outperforms plastic and glass: In tests measuring how easily materials fracture or break under pressure, transparent wood came out around three times stronger than transparent plastics like Plexiglass and about 10 times tougher than glass.
“The results are amazing, that a piece of wood can be as strong as glass,” says Hu, who highlighted the features of transparent wood in the 2023 Annual Review of Materials Research.

Transparent wood typically retains its wood grain, lending a natural aesthetic. This piece, made by scientists at the University of Maryland College Park, looks like frosted glass but is a better insulator.
CREDIT: HU GROUP / UNIVERSITY OF MARYLAND COLLEGE PARK
The process also works with thicker wood but the view through that substance is hazier because it scatters more light. In their original studies from 2016, Hu and Berglund both found that millimeter-thin sheets of the resin-filled wood skeletons let through 80 to 90 percent of light. As the thickness gets closer to a centimeter, light transmittance drops: Berglund’s group reported that 3.7-millimeter-thick wood — roughly two pennies thick — transmitted only 40 percent of light.
The slim profile and strength of the material means it could be a great alternative to products made from thin, easily shattered cuts of plastic or glass, such as display screens. The French company Woodoo, for example, uses a similar lignin-removing process in its wood screens, but leaves a bit of lignin to create a different color aesthetic. The company is tailoring its recyclable, touch-sensitive digital displays for products including car dashboards and advertising billboards.
But most research has centered on transparent wood as an architectural feature, with windows a particularly promising use, says Prodyut Dhar, a biochemical engineer at the Indian Institute of Technology Varanasi. Transparent wood is a far better insulator than glass, so it could help buildings retain heat or keep it out. Hu and colleagues have also used polyvinyl alcohol, or PVA — a polymer used in glue and food packaging — to infiltrate the wood skeletons, making transparent wood that conducts heat at a rate five times lower than that of glass, the team reported in 2019 in Advanced Functional Materials.
And researchers are coming up with other tweaks to increase wood’s ability to hold or release heat, which would be useful for energy-efficient buildings. Céline Montanari, a materials scientist at RISE Research Institutes of Sweden, and colleagues experimented with phase-change materials, which flip from storing to releasing heat when they change from solid to liquid, or vice-versa. By incorporating polyethylene glycol, for example, the scientists found that their wood could store heat when it was warm and release heat as it cooled, work they published in ACS Applied Materials and Interfaces In 2019.

A variety of tree species have been explored for engineering transparent wood including balsa, rubberwood, birch, pine and poplar.
Transparent wood windows would therefore be stronger and aid in temperature control better than traditional glass, but the view through them would be hazy, more similar to frosted glass than a regular window. However, the haziness could be an advantage if users want diffuse light: Since thicker wood is strong, it could be a partially load-bearing light source, Berglund says, potentially acting as a ceiling that provides soft, ambient light to a room.
Hu and Berglund have continued to toy with ways to bestow new properties on transparent wood. Around five years ago, Berglund and colleagues at KTH and Georgia Institute of Technology found they could mimic smart windows, which can switch from transparent to tinted to block visibility or the Sun’s rays. The researchers sandwiched an electrochromic polymer — a substance that can change color with electricity — between layers of transparent wood coated with an electrode polymer to conduct electricity. This created a pane of wood that changes from clear to magenta when users run a small electrical current through it.
More recently, the two groups have shifted their attention to improving the sustainability of transparent wood production. For example, the resin used to fill the wood scaffolding is typically a petroleum-derived plastic product, so it’s better to avoid using it, Montanari says. As a replacement, she and colleagues invented a fully bio-based polymer, derived from citrus peels. The team first combined acrylic acid and limonene, a chemical extracted from lemon and orange rinds that’s found in essential oils. Then they impregnated delignified wood with it. Even with a fruity filling, the bio-based transparent wood maintained its mechanical and optical properties, withstanding around 30 megapascals of pressure more than regular wood and transmitting around 90 percent of light, the researchers reported in 2021 in Advanced Science.
Hu’s lab, meanwhile, recently reported in Science Advances a greener lignin-bleaching method that leans on hydrogen peroxide and UV radiation, further reducing the energy demands of production. The team brushed wood slices ranging from about 0.5 to 3.5 millimeters in thickness with hydrogen peroxide, then left them in front of UV lamps to mimic the Sun’s rays. The UV bleached away the pigment-containing parts of lignin but left the structural parts intact, thus helping to retain more strength in the wood.

Scientists painted the word wood onto a sheet of wood with hydrogen peroxide (top) and then applied UV light that bleached the painted portions (middle). Infiltrating the wood with epoxy rendered it transparent (bottom); a clear-patterned sheet contrasts the see-through and opaque sections.
CREDIT: Q. XIA ET AL / SCIENCES ADVANCES 2021
These more environmentally friendly approaches help limit the amount of toxic chemicals and fossil-based polymers used in production, but for now, glass still has lower end-of-life environmental impacts than transparent wood, according to an analysis by Dhar and colleagues in Science of the Total Environment. Embracing greener production schemes and scaling up manufacturing are two steps necessary to add transparent wood to mainstream markets, researchers say, but it will take time. However, they are confident it can be done and believe in its potential as a sustainable material.
“When you’re trying to achieve sustainability, you don’t only want to match the properties of fossil-based materials,” Montanari says. “As a scientist, I want to surpass this.”
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Living World
 New Zealand’s quest to save its rotund, flightless parrots 
 DNA sequencing, GPS tracking and tailored diets are slowly restoring the endangered kākāpō 

 By Rina Diane Caballar
    11.29.2023  
Kākāpō are avid walkers, wandering on strong legs for miles at a time and hiking up mountains to find mates. They’re keen climbers too, clambering up New Zealand’s 65-foot-high rimu trees on large claws to forage for red berries on the tips of the conifer’s branches.
But there’s one thing that the world’s heaviest parrot species can’t do: fly. With their bulky frames — males weigh up to nine pounds — and waddling gait, they have little chance of outrunning predators like stoats and feral cats. When threatened, the nocturnal parrots freeze, relying on their moss-green feathers to act as camouflage.
New Zealand was once a land of flightless birds like the extinct moa — no terrestrial mammalian predators in sight. That changed in the 13th century, when Māori voyagers brought rats and dogs, and again in the 19th century, when European settlers brought more rats, cats and mustelids like weasels, stoats and ferrets. These predators have played a major role in putting at risk some 300 native species on New Zealand’s two main islands and smaller offshore islands, taking an especially heavy toll on flightless birds like kākāpō.
Now listed as critically endangered, the kākāpō teetered on the edge of extinction in the mid-1900s due to hunting, predators and land clearance. From the 1970s, conservation efforts focused on managing the remaining kākāpō on the country’s offshore islands, where predators are systematically eradicated. Due to those ongoing efforts, which include breeding programs, veterinary treatment and supplementary food, parrot numbers have grown from fewer than 60 in 1995 to more than 200 today.
That success, plus lack of space in offshore islands, led New Zealand’s Department of Conservation and Ngāi Tahu, the Māori tribe whose people serve as traditional guardians of the kākāpō, to find a new habitat for the parrots. Starting in July 2023, relocations began to the 8,400-acre Sanctuary Mountain Maungatautari, a predator-free haven enclosed by one of the world’s longest pest-proof fences.
So far, 10 male parrots have moved to the reserve — the first time the species is living back on the mainland in almost half a century. Researchers are tracking their locations and conducting regular health checkups to assess whether the birds can thrive there.
If male parrots start hiking to the ridgetops, serenading female kākāpō with deep “booms” and high-pitched “chings,” they might be in shape to breed, says conservation biologist Andrew Digby, science advisor for kākāpō at the Department of Conservation. “We might start looking at bringing females in.”

After nearly a decade of working with kākāpō, Andrew Digby says he’s still surprised by the parrots’ individual personalities.
CREDIT: LYDIA UDDSTROM FOR NEW ZEALAND’S DEPARTMENT OF CONSERVATION (DOC)
Kākāpō have much lower fertility than other parrots. Since the 1980s, fewer than half their eggs have hatched, which is thought to be partly due to inbreeding. Left to their own devices, they breed only when rimu trees bear masses of fruit, every two to four years, with females laying one to four eggs.
Recently, researchers have started to explore how genomic data can contribute to kākāpō survival. Such studies can help wildlife managers boost genetic diversity and resilience in threatened species, says evolutionary biologist Cynthia Steiner of the San Diego Zoo Wildlife Alliance.
In one important study published in 2023, researchers analyzed whole-genome sequence data for 169 parrots — nearly all of those living when the research began in 2018. That work yielded crucial insights, including genetic variations affecting aspects of kākāpō chick development, like height and growth rate. This could help scientists predict how quickly baby birds will grow, and initiate veterinary interventions should the growth rates deviate, says Joseph Guhlin, a genomicist with Genomics Aotearoa at the University of Otago in Dunedin, New Zealand.
Scientists also found that some kākāpō have genetic resistance to aspergillosis, a fungal respiratory disease. In 2019, an outbreak affected 21 birds and killed nine. If another outbreak occurs, vulnerable parrots could be isolated and treated ahead of time, Guhlin says.
As of October 2023, all parrots in the sanctuary were doing well, although the first four arrivals lost a bit of weight. Thanks to GPS trackers attached to each bird, “we can see that they’ve been bouncing around all over the place,” Digby says. But the survival of kākāpō beyond fenced-in sanctuaries depends on the success of Predator Free 2050, an ambitious initiative to eradicate some of the introduced predators most harmful to New Zealand’s native wildlife by 2050.
“Eradications are a high-cost, high-risk, high-reward strategy,” says ecologist Stephen Hartley of Te Herenga Waka-Victoria University of Wellington. Hartley thinks it may be possible to get rid of possums, because they breed slowly and are easy to detect, but that rats and mustelids will be nearly impossible to eliminate without introducing some form of genetic or biological control, such as gene editing or introducing a parasite to prevent them from reproducing.
If all goes as planned, people across New Zealand may one day be able to see and hear the parrots from their own backyards. For now, they can traipse through the forest sanctuary the parrots now call home. “Transferring them to Maungatautari is a good first step,” Digby says. “It brings kākāpō back to where people are.”
10.1146/knowable-112823-2
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10.1146/knowable-112823-2


Rina Diane Caballar is a freelance journalist based in New Zealand. She covers tech and its intersections with science, society and the environment. Find her at rinacaballar.com.


Stay in the Know
Sign up for the Knowable Magazine newsletter today







Society
 Neanderthals: More knowable now than ever 
 They have held our fascination ever since we first identified their remains. Today, thanks to new artifacts and technologies, findings about our closest relatives are coming thick and fast. 

 By Tim Vernimmen
    11.28.2023  
Neanderthals are Homo sapiens’s closest-known relative, and today we know we rubbed shoulders with them for thousands of years, up until the very end of their long reign some 40,000 years ago. Most researchers see no reason to believe our two species didn’t get along with each other back then, yet we haven’t been very kind to Neanderthals since their remains were first unearthed in the 19th century, often characterizing them as lumbering dimwits or worse. Even today, their name is sometimes hurled at misbehaving members of our own species, though there is no evidence they engaged in any kind of prehistoric hooliganism.
Well, with one exception, perhaps: What they did in Bruniquel Cave in southwestern France would certainly be frowned upon today. Hundreds of intentionally broken stalagmites were found there, arranged into two large, ellipsoid structures and several smaller stacks, during a time when — as researchers confirmed in 2016 — only Neanderthals were roaming Europe. No one knows what these structures were for, but they suggest a tendency toward creativity and perhaps even symbolism.


In Bruniquel Cave in southwestern France, Neanderthals broke off hundreds of stalagmites and arranged them into two large, ellipsoid structures. Their purpose is unknown.
CREDIT: SCINEWS
No other structures of this kind have so far been discovered. But there have been many other hints that Neanderthal minds were occupied with things many researchers did not expect, says archaeologist April Nowell of the University of Victoria in Canada. The author of a 2021 book, Growing Up in the Ice Age, Nowell outlines the most exciting new discoveries in a 2023 article, “Rethinking Neandertals,” in the Annual Review of Anthropology.
“In the past 10 years, things have changed quite dramatically,” she says. “I never thought we’d have the wide range of information about their lives that we do now.” In addition to many new fossil discoveries, new methods for analyzing ancient biological molecules have allowed researchers to examine ancient DNA and proteins that they didn’t even know still persisted.
Most remarkably, researchers have spelled out the entire Neanderthal genome for multiple individuals, offering new insights into their biology, as well as our own — there is no longer any doubt that human beings and Neanderthals interbred. “Neanderthals are partly our ancestors, even if we didn’t evolve from them,” says paleoanthropologist Chris Stringer of the Natural History Museum in London.
In addition, the many freshly unearthed or newly analyzed artifacts, some now confidently assigned to Neanderthals thanks to improved methods for dating archaeological finds, make for quite a collection. “If you’d have asked me 20 years ago, I would have said there was quite a big gap in behavior, and Neanderthals would have lacked many of the complex behaviors we find in Homo sapiens,” Stringer says. “Now that gap has narrowed considerably.”
Here’s some of what we have gleaned from what our close relatives left behind when they roamed the Earth between 400,000 and 40,000 years ago, across most of Eurasia.
Arts and crafts
Some of the Neanderthal artifacts discovered were very practical in nature. Bits of twisted wood fiber attached to a modified stone flake found in France in 2017 suggest that at least some Neanderthals knew how to make rope, for example, which may have opened the door to fashioning other objects like clothes, bags, nets and mats. There also is evidence that Neanderthals were heating birch bark to make adhesives — no mean feat. “A few researchers have recently tried to do the same in similar circumstances,” says Nowell, “and it’s a lot harder than most people thought.”
Beyond daily chores, Neanderthals evidently liked to adorn themselves. We now know they were using colorful pigments like red ochre as far back as 200,000 to 250,000 years ago, maybe not just on objects, but also on their own bodies — and they may have sometimes imported the substance from tens of kilometers away. Excavations have also revealed perforated and sometimes painted shells that were likely strung together and worn. A creative Neanderthal in Croatia made a necklace or other adornment out of white-tailed eagle talons, and elsewhere, tool marks found on bird bones suggest that feathers were also popular.

A creative Neanderthal in what is current-day Croatia made an adornment out of white-tailed eagle talons. The pieces are arranged here to give an idea of what the item may have looked like originally.
CREDIT: LUKA MJEDA / ZAGREB
What about the famous cave art found in many sites in Europe and elsewhere? Until recently, none of these were thought to be Neanderthal. But in 2018, a study in Science demonstrated that the painted lines and dots on the walls of a number of caves in Spain must have been made by Neanderthals, since they were dated to a period when no Homo sapiens  were yet around. There also is evidence of engraving — “hashtags” carved into a cave wall in Gibraltar, as well as on a pebble, a flint flake and a giant deer’s toe bone.
There are no indications yet that Neanderthals created any recognizable depictions of, for example, animals or people, says Nowell. That may have been a Homo sapiens innovation. “There are so many of these little isolated examples of interesting things Neanderthals were doing, these sorts of pulses of symbolic behavior. But they don’t seem to last for long periods of time or lead to something else as they clearly have in Homo sapiens populations,” she says.
Growing up human
One explanation for the differences in artistic expression may be that Neanderthals just thought differently. Perhaps a member of our own species excitedly asking a Neanderthal why they drew or carved what they did would have received nothing but a shrug. It is, of course, very hard to reconstruct what differences there may have been in brain structure or cognition, but Nowell is intrigued by a number of recent studies in which human brain cells were engineered to contain Neanderthal versions of some key brain development genes.
When grown in dishes in the lab, clusters of cells engineered to have one of these Neanderthal gene variants developed into minute brain-like structures that had a more popcorn-like shape than Homo sapiens brain cells do, while those with sapiens genes were more spherical. In another study of a different brain development gene, the sapiens mini-brains formed more neurons in the same time period than mini-brains containing the Neanderthal version.
These findings certainly suggest that the genetic differences between our species affect the structure of our brains. Still, it’s hard to know what these differences mean, Stringer says, or even if those gene variants are truly Neanderthal. Studying a more genetically diverse sample of Homo sapiens today might reveal more variation in our own species, and possibly more of an overlap with Neanderthals, he says.

A model of a Neanderthal woman in the Neanderthal Museum in Germany reflects recent discoveries suggesting that Neanderthals were using bird feathers to decorate themselves.
CREDIT: © NEANDERTHAL MUSEUM, HOLGER NEUMANN
“I do think there were cognitive differences between Neanderthals and Homo sapiens,” says Nowell. But, she adds, differences in demography may also have created more obstacles for Neanderthal culture to flourish. Neanderthals were thin on the ground — their global population may never have numbered more than 100,000 at any point in time. Maybe ideas didn’t spread because Neanderthals were too isolated, Nowell says, and then disappeared when local groups died out. Homo sapiens reached much higher densities and would have had much larger social networks.
New evidence indicates that Homo sapiens kids probably had longer childhoods, too. “We think Neanderthal girls probably reached sexual maturity earlier,” says Nowell: Studies of relatively commonly found fossils of Neanderthal children suggest that newborns had larger brains than sapiens newborns do and that they were growing faster.
“A longer childhood allows children more time to learn and experiment in relative safety,” Nowell says, giving sapiens children an edge.
She also notes that learning doesn’t just mean making new neurons and connections: It also involves pruning away connections that don’t prove useful. So if young sapiens brains were producing more neurons than Neanderthal brains, as the experiments suggest, and if our childhoods also lasted longer, “this might have supported more extensive learning,” she says, with more room for trial and error and making and breaking connections.
In(ter)breeding
New studies have recently provided some intriguing snapshots of Neanderthal family life. An analysis of DNA from remains of 11 individuals found in Chagyrskaya Cave in Siberia revealed that some were closely related and probably lived around the same time, says paleoanthropologist Bence Viola of the University of Toronto, who was involved in the excavation. “We’ve found a father-daughter pair, and a few individuals who either descended from the same mother or perhaps were mother, daughter and granddaughter.”
Genetic similarities were very high among all studied individuals, indicating that this was probably a very isolated population. “Men were even more highly related than women,” Viola adds, “suggesting it was probably more common for women to join a new group to find a mate.” This was probably the ancestral pattern in humans as well — it certainly still is in chimpanzees.
Though Neanderthals may have looked slightly odd to Homo sapiens, studies of ancient DNA show they did interbreed with our species. To Viola, that has important implications. “Homo sapiens clearly recognized Neanderthals as mating partners, which suggests they thought of them as humans — maybe ‘the weird guys living behind the mountains,’ but still, fellow humans,” he says. “More or less whenever both species extensively co-occurred, there has been genetic exchange.

A Neanderthal in current-day Gibraltar made this carving, which has inevitably been nicknamed the “hashtag.”
CREDIT: J RODRÍGUEZ-VIDAL ET AL / PNAS 2014
An irresistible kiss
DNA may not have been the only thing our Homo sapiens ancestors exchanged with Neanderthals. Although our last common ancestor is thought to have lived at least 450,000 years ago, a 2017 study analyzing the DNA in calcified dental plaque on Neanderthal teeth showed that populations of a common microbe living in the mouths of Neanderthals and Homo sapiens genetically diverged at least 300,000 years later. This suggests that both species acquired the microbe from the same source around the same time — or somehow passed it to each other.
There are, of course, other possible explanations, such as shared food, says paleogeneticist Laura Weyrich of Penn State University, who led the study. “But the suggestion that it might have been a kiss proved irresistible to the media,” she says. “And you know, it might have been.”
That study also revealed other interesting aspects of Neanderthal behavior. The DNA analysis suggested that a Spanish Neanderthal with a dental abscess had likely been eating moldy plant matter covered in penicillin-producing fungus, as well as poplar bark containing pain-killing salicylic acid.
The study also cast significant doubt on the pervasive idea that all Neanderthals were staunch carnivores. While one Neanderthal from Spy Cave in Belgium had a fairly stereotypical diet of wild sheep and woolly rhino, the research revealed that this young adult also liked some mushrooms with their meal. “Neanderthals from El Sidrón Cave in Spain, on the other hand, didn’t seem to eat much meat at all,” says Weyrich. “Instead, it seems they mostly fed on mushrooms and, surprisingly, pine nuts.”
The lack of vegetables might be excusable — in a 2022 study, again based on the Neanderthal genome, an analysis of odor receptor genes found that Neanderthals would have been less sensitive to odors perceived as green, floral and spicy than we are. Yet at the site of Shanidar in current-day Iraq, researchers did find evidence that Neanderthals were cooking pulses such as lentils, while another recent study found grains of starch that suggest Neanderthals in Italy — of course — were making flour.
A Neanderthal nibbling pine nuts might sound like the pinnacle of flexibility, resilience and even good taste, but one gruesome detail needs to be mentioned here: Bones in El Sidrón also show signs of cannibalism. This may have had a cultural significance we are unaware of — rites involving cannibalism have existed in many cultures — but it doesn’t look as if the local population was thriving 50,000 years ago. (This is in stark contrast with a Neanderthal group in Germany 125,000 years ago that was apparently big enough to catch, butcher and eat elephants.)

This giant deer’s toe bone, decorated by Neanderthals, thankfully survived the medieval trade in so-called unicorn bones from the Central-German cave in which it was found.
CREDIT: V. MINKUS, © NLD
Decline and persistence
Was cannibalism a sign of a species in decline, maybe even before Homo sapiens was making its first forays into Europe? It’s hard to say, but we have long wondered why Neanderthals went extinct and we didn’t. “Perhaps if Homo sapiens hadn’t been there,” Nowell says, “that niche would have stayed open for Neanderthals?”
There’s no evidence of any violence between Neanderthals and modern humans, Nowell adds; few researchers today seem to believe that Homo sapiens  was hunting down Neanderthals. A higher infant mortality rate may be part of the explanation, Nowell says. “Even a small difference can lead to population decline across generations.”
But what was it about Neanderthals that put them at a disadvantage — if they were? Might it just have been bad luck? “I think, as Homo sapiens numbers grew after 45,000 years ago, Neanderthals were already in trouble,” says Stringer. “The environment in this period was fluctuating constantly from nearly as warm as the present day to freezing cold, sometimes within a few decades.” All the vegetation would be changing, animals were moving. “Maybe Homo sapiens was better able to cope with those changes, because they were networking more, helping each other out or exchanging cultural knowledge,” he says.
Even without direct confrontation, it’s conceivable that Neanderthals would have been compelled to give way to Homo sapiens and ended up on the margins of what used to be their favorite places to be. Nevertheless, says Nowell, Neanderthals may have played a role in our success. Homo sapiens might have brought new technologies, but it’s possible they also learned skills from Neanderthals, who had lived in Europe for millennia.
Eventually, the remaining Neanderthals, living in shrinking groups with few, if any, attractive mates, many of them close relatives, might simply have decided to join a Homo sapiens group, and could well have been welcomed there, says Viola. And because of our interbreeding, something of Neanderthals still survives in us.
“There’s more Neanderthal DNA in the billions of humans alive today than there ever was when they were still around,” Viola says. “In a way, Neanderthals are still here.”
10.1146/knowable-112823-4
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Technology
 Green shipping picks up speed 
 An international treaty aims to bring the shipping industry to net-zero emissions by around 2050. Can novel fuels, wind power and coordination on a global scale get it there? 

 By Elise Hansen
    11.20.2023  
In August, a cargo ship known as the Pyxis Ocean set sail — literally. The ship, about 750 feet long, had been outfitted with a pair of “sails” made of steel and fiber-reinforced plastic to harness wind power on the long voyage from Shanghai to Paranaguá, Brazil.
The Pyxis Ocean still uses its traditional engine but, along with careful routing decisions, its new sails will help to cut the amount of fuel burned on international voyages, says Simon Schofield, chief technology officer at BAR Technologies, the UK-based company that designed the sails.
“We are harnessing the same elements as we did hundreds of years ago, we’re just doing it in a more efficient way,” Schofield says.
Schofield, a veteran engineer of elite yacht-racing competitions, helped to found BAR Technologies in 2016, in the hopes that insights from shipping’s sexier cousin could be among the tools that help marine industries modernize to address climate change.
Shipping is a serious source of greenhouse gas emissions. Together, fishing and international and domestic shipping created over 1 billion tons of greenhouse gas emissions in 2018, which is close to 3 percent of all human-driven emissions, according to the International Maritime Organization, the UN agency that oversees the safety and security of the shipping industry.
Yet the voyages are the lifeblood of global trade: The UN Conference on Trade and Development estimated that in 2021, ships transported about 11 billion tons of goods, representing over 80 percent of world trade. The Pyxis Ocean, as one example, was chartered for its sail-assisted voyage by the US agricultural giant Cargill; upon arriving in Brazil, the cargo ship picked up about 63,000 metric tons of soybean meal to transport to Poland.
If the industry doesn’t change, emission numbers from shipping are likely to increase, says Benjamin Halpern, a marine ecologist at the University of California, Santa Barbara. “All of the economic forecasts for global trade say that trade will continue to be more and more global,” he says. “There’s just more people buying more goods every year.”

The Pyxis Ocean voyaged to Brazil fitted with “sails” designed by BAR Technologies to help the ship harness wind power.
CREDIT: CARGILL
The International Maritime Organization, or IMO, has projected that shipping’s greenhouse gas emissions in 2050 could reach up to 130 percent of their 2008 levels. Shipping could also start to affect new regions of the globe as the Arctic warms and sea ice retreats, potentially opening up new shipping lanes, says Casey O’Hara, a conservation data scientist at the University of California, Santa Barbara.
“The status quo is not business as usual; it is going to be on an upward trend and potentially have impacts in some of the more untouched places in the world,” he says.
While shipping is only a small part of the whole picture affecting the world’s oceans, reducing just some of the pressures on marine life can help ecosystems be more resilient to other stressors, such as noise pollution, fishing and coastal development, adds O’Hara, who with Halpern authored a 2022 overview of the compounding pressures on marine systems in the Annual Review of Environment and Resources.

A 2020 greenhouse-gas study by the International Maritime Organization includes the shipping industry’s projected emissions through 2050. The analysis considers three economic and fuel scenarios under two mathematical models: a logistic analysis and a gravity-model analysis.
With all this at stake, the IMO’s 175 member states recently voted unanimously to adopt a more ambitious set of climate goals. These new goals, agreed upon in July 2023, would see countries strive for net-zero greenhouse gas emissions from international shipping by “close to” 2050. Countries committed to trying to cut international shipping’s annual emissions by at least 20 percent, compared to their 2008 levels, by 2030, and by at least 70 percent by 2040. Remaining emissions could be “balanced out” with carbon removal or carbon sequestration projects, to complete the goal of net zero.
That’s “light-years” ahead of the IMO’s previous, 2018 strategy, which aimed for only a 50 percent reduction in carbon emissions by 2050, says Delaine McCullough, shipping emissions policy manager at the environmental advocacy group Ocean Conservancy. But, she adds, even this latest strategy could require larger emission cuts sooner, to guard against even temporarily overshooting key global warming benchmarks.
How can shipping reach the IMO’s new targets? In the short run, a handful of technical and operational changes could make a big difference in cutting emissions, McCullough says. In June 2023, the research organization CE Delft, which focuses on sustainable energy and transportation, published a study suggesting that a combination of measures could, under certain conditions, cut emissions by 28 percent to 47 percent. These would include slowing ships down so they would burn less fuel, adding wind power, and mixing in a small percentage of alternative fuels.
But achieving the industry’s loftiest goals will probably require a much bigger overhaul.

At a July 2023 meeting of the International Maritime Organization, member states voted unanimously to adopt more ambitious climate goals for the international shipping industry.
CREDIT: INTERNATIONAL MARITIME ORGANIZATION / FLICKR
One of the main changes will likely be widespread adoption of greener fuels, says Pernille Dahlgaard, chief officer of government, business and analytics at the Mærsk Mc-Kinney Møller Center for Zero Carbon Shipping, a research organization that works with the marine and energy industries. Many ships currently run on heavy fuel oil, a fossil fuel that is relatively inexpensive and widely available for refueling stops at ports.
The two main alternative contenders so far are green methanol and e-ammonia, but neither fuel is ready for mass adoption yet, says Dahlgaard. Green methanol is difficult to procure in the quantities needed, and e-ammonia presents safety risks, she adds. Both options are more expensive than traditional fuel.
The uncertainty around the fuel — or fuels — of the future is extra challenging in the shipping industry, because ships typically have a roughly 25-year lifespan, says Dahlgaard. “The vessels that come on water now, they will still be sailing in 2050,” she says. “So when you’re ordering a vessel today, you need to think about … your strategy for actually living up to that net zero in 2050.”
On top of that, alternative fuels need to be available when compatible ships arrive. That requires technological investment in ships to synchronize with fuel development, as well as investments in ground transportation, infrastructure and port operations, says Jesse Fahnestock, decarbonization project director of the Global Maritime Forum, an international nonprofit.
Fahnestock advocates for the creation of “green shipping corridors”: shipping lanes that support vessels that use alternative fuels. The corridors would require collaboration among a wide array of players, including ports, governments, fuel providers and ship owners. In that sense, the effort is much like a testing ground for a future global transformation of the industry.
“Decarbonizing everything at once is a huge challenge,” Fahnestock says. Green corridors could provide a way to “shrink that challenge down to size but still pursue it at a meaningful commercial, industrial scale,” he says.
But whether it’s snazzy technologies or alternative fuels or green corridors, shipping decarbonization won’t happen by the initiative of the private sector alone, most experts argue. It’s a “trillion-dollar investment,” as Dahlgaard puts it. National governments will likely need to craft new regulations as well as economic policies such as an emissions trading scheme or a carbon tax, says McCullough.
“If we can get two really solid, technical and market measures together, those can be really powerful in driving the industry,” she says.
The challenges are daunting, but for Fahnestock, the latest IMO strategy will at least help to chart the course.
“There’s a long-term strategy now,” he says. “Now we know that the journey to zero is going to go all the way to zero.”
Editor’s note: This story was updated on November 21, 2023, to correct the number of member states of the International Maritime Organization. There are 175 member states, not 187.
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 Anatomy of an ice shelf, and space lasers 
 Plus, plastic brings critters from coasts to open waters 
    11.19.2023  



The race to understand polar ice sheets
By Leslie Carol Roberts   As glacial cliffs break off and destabilize frozen landscapes, glaciologist Richard Alley focuses on the fractures. The work could improve predictions about future sea-level rise.  Read more



Speedy downloads: Why NASA is turning to lasers for next-gen space comms
By John Johnson Jr.   The first tests of optical communications far from Earth will take place aboard the asteroid-bound Psyche spacecraft  Read more



In the Great Pacific Garbage Patch, new marine ecosystems are flourishing
By Tim Brinkhof   Sea life, stuck to plastic bottles and other human trash, has journeyed far from coastal habitats — and may threaten local species Read more
 
From the archives
Controlled burns and mechanical thinning of vegetation around California’s giant sequoias may be key to the trees’ survival, but reaching agreement on how to implement such strategies has proved challenging, Jim Robbins writes at Yale Environment 360. Learn more about the importance of nuance in managing Western forests from our 2023 interview with fire ecologist Jon Keeley.



Controlled burns won’t save all of California from wildfire
By Nicola Jones   There are two types of wildfire in the state, and they’re on the rise for different reasons. Each needs a distinct management approach, a researcher says.  Read more
 
What we’re reading
Water woes
The Colorado River is overdrawn, pushing communities in the seven states that rely on its water to enact drastic cutbacks. Meanwhile, 20 farming families in California’s Imperial Valley draw more Colorado River water than some entire states, as detailed in a graphics-rich story by reporters at ProPublica and the Desert Sun. Water rights established in the days of homesteaders have led to lopsided consumption: One farming family uses more water than the Las Vegas metropolitan area. Much of that water goes to grow hay, a thirsty crop. That hay feeds cows, which feed people, which means that what’s on our dinner plates is part of the problem — and changing it can be part of the solution.
Photon power
If you heat water enough, it evaporates into steam — that’s basic chemistry. But new research suggests that light can also prompt evaporation, at a rate double that expected from just heat. At Science News, Emily Conover covers the intriguing new finding, which might one day lead to tricks for things like desalinating sea water. Mysteries remain: How do photons break water’s molecular bonds? And why does green light beat other wavelengths at driving the reaction?
Seeking peace
Is war a relatively recent invention? Or is it as old as humanity? Anthropologists have long been trying to answer these questions — after all, if organized violence is somewhat modern, we might be able to parse its origins, Ross Andersen writes in the Atlantic. Ancient graves and battlefields offer clues: There are archeological finds that suggest war dates back at least to the dawn of agriculture, but the further back one looks, the scanter the evidence becomes. Other researchers have looked for answers among our primate relatives; nothing concrete emerges there. Yet even if war is an intimate part of human history, does it have to be our future? “We are always changing,” writes Andersen, “sometimes even for the better.”
FROM OUR PUBLISHER
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CREDIT: NYU APPLIED MATHEMATICS LABORATORY
Carved by air
For centuries, the enduring fascination with ancient Egyptian structures has revolved around how they were built. How, for example, do you construct a 240-foot-long cat with a human head? New research suggests that the artists and builders of the Sphinx were helped by the sculpting forces of wind.
Scientists tested this notion with a miniature lab rendition of the Giza plateau made of mounds of bentonite clay on a platform. In one mound, they stuck a plastic cylinder to mimic rock that’s resistant to erosion. In lieu of wind, they sent water flowing over the mounds. As shown in the image above, the study found that the erosion-resistant material can become a head, and within its “wind shadow” a body with a tapered neck and protruding paws can emerge. If this process played out in Egypt, it’s possible that the Sphinx creators cut designs into a preexisting structure called a yardang, which forms naturally but looks like a carved sculpture. This theory for the Sphinx’s origin was first proposed by Egyptian geologist Farouk El-Baz in the 1980s; read more about it, and the new study, at Ars Technica.
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Q&A — Glaciologist Richard Alley

 The race to understand polar ice sheets 
 As glacial cliffs break off and destabilize frozen landscapes, glaciologist Richard Alley focuses on the fractures. The work could improve predictions about future sea-level rise. 

 By Leslie Carol Roberts
    11.15.2023  
Residents of flood-prone cities such as Miami, London and New York live with the fear of rising waters inundating their homes, transit systems and businesses during storms. As the waters creep higher each year, people wonder: How far — and how fast — will sea level rise in the years to come? The answer, in large part, lies in the stability of the vast ice sheets in Greenland and Antarctica, including the Thwaites Glacier in Western Antarctica, the so-called Doomsday Glacier.
As an ever-growing mountain of research confirms that climate change is leading to more rapid melting of polar ice, the race is on to determine when, where and how polar ice sheets will collapse. This collapse could raise sea level by 6 feet or more by the end of the century — or even sooner.


CREDIT: JAMES PROVOST (CC BY-ND)
Glaciologist Richard Alley
Penn State University
Glaciologist Richard Alley of Penn State University has studied polar ice for more than 35 years. In the 1990s, his ice-core research shocked the world with the startling finding that the last Ice Age did not come to a gradual end, as long believed, but ended abruptly and violently, with temperatures rising sharply in three short years.
These days, Alley focuses his attention on ice shelves, the extensions of polar glaciers into the sea. Here, massive ice cliffs break off into the ocean in a process called calving. Researchers are still working to understand why some ice shelves calve faster than others and what triggers this instability. Alley and his colleagues explore current research on calving in the 2023 Annual Review of Earth and Planetary Sciences.
Knowable Magazine spoke with Alley about his work on the calving of ice sheets, and about coping with the ice’s uncertain future. This conversation has been edited for length and clarity.
Why study ice shelves?
Greenland and Antarctica are covered in gimungous piles of ice. All piles tend to spread under their own weight, like a ladleful of pancake batter spreads in the pan. If your ice pile spreads into a cold ocean under cold air, it forms floating extensions called ice shelves. These shelves are almost all the way around Antarctica, and there are still a few left in Greenland.
Ice shelves generally have slower-moving ice or rocks along the edges, or they can run aground in shallow areas of the sea floor, generating friction to slow their movement like a spatula can hold back pancake batter. This buttressing of the ice shelves slows the spread of the ice behind them that sits wholly on land, keeping the ice sheet bigger and the ocean smaller. It is this land-based ice that raises alarms about sea level: If it reaches the sea faster, it is a new addition to the world’s oceans, so waters rise.

The Antarctic coast is lined with numerous ice shelves, floating extensions of land-based glaciers. This map shows some of the most prominent.
CREDIT: IMAGE COURTESY AGNIESZKA GAUTIER / NATIONAL SNOW AND ICE DATA CENTER
How does climate change affect this picture?
Ice shelves melt on their underside, due to warmer water temperatures. During summer, warmer air temperatures can melt the ice from above. This causes thinning. As ice shelves thin, they can generate less friction along their sides or against shallow areas of the sea floor. And, beyond some threshold, ice shelves can completely break up, reducing buttressing to zero.
Oversimplifying a little, whether or not this calving becomes rapid will control whether or not the Antarctic ice sheet becomes an important contributor to sea-level rise by 2100 or before, and whether it grows to dominate sea-level rise within the following century or so.
What we want to know is: What controls when ice shelves break off? When do things break fast and when do they break slow? When does an ice shelf get lost, versus merely getting shorter? The Ross Ice Shelf in Antarctica is in more or less the same position as when it was discovered in 1841 and for many millennia preceding. The Larsen B ice shelf sat there for 10,000 years and didn’t change a lot, then it went away in five weeks.


In 2002, more than a thousand square miles of Antarctica’s vast Larsen B ice shelf collapsed in a few short weeks. This time lapse image shows the once-solid glacier turning to blue, slushy ice water.
CREDIT: NASA’S EARTH OBSERVATORY
How are you trying to understand this?
Members of our broader research group are working extensively in the field. This especially involves the International Thwaites Glacier Collaboration, the major project to learn what is going on in the most vulnerable part of the most vulnerable ice sheet in the Antarctic, the West Antarctic Ice Sheet, which includes the Thwaites Glacier. After seasons lost to Covid, a major expedition will be traversing down Thwaites, using radars, seismic sensors and more to characterize the ice and its bed.
Other groups are working farther downstream, extending work that has been done on the ice shelf and in the ocean beyond. Thwaites is vast, larger than the state of Florida. It is some 80 miles across, making it arguably the widest glacier on Earth. Since the 1990s, scientists have reported on the increased velocity of its movement and the doubling of its contribution to sea-level rise. Its collapse would trigger meters of sea-level rise in the decades and centuries to come, hence its popular nickname in the media, Doomsday Glacier.
Our group, led by my colleague Sridhar Anandakrishnan, has also been working to understand the mechanisms of iceberg calving as part of a collaboration examining the great ice cliff of Helheim Glacier in southeastern Greenland. This work is supported by remote sensing, modeling, theory and even laboratory experiments.
Really seeing the great ice in the field is a transformative experience for many people. I had the remarkable experience of going to Greenland with 10 US senators as a guide to the ice, and they were truly impressed by the power, and the potential for loss of ice. We flew along the front of Jakobshavn Glacier, which drains the ice sheet into the ocean, watching a cliff taller than a 30-story building and knowing that about nine times that much extended below the water. It did not break while we were there, but when it does, seismologists around the Earth will see the earthquake waves and know what happened.
Do you and your team have any indication about what determines whether an ice shelf will break?
Much recent work, including papers led by Karen Alley (my daughter, and a professor at the University of Manitoba) and by Shujie Wang at Penn State, offer an increasingly clear picture of how ice shelves break. How and where and when ice shelves break is determined by multiple factors. One fascinating process goes something like this: Melting beneath ice shelves usually involves relatively warm, salty ocean waters flowing in and reaching the deep part of the ice shelf where it first starts to float. When the ice melts there, this freshens the ocean water a little, so it rises along the base of the ice shelf, generating turbulence that mixes in more warm water and drives more melting.
What we are learning is that meltwaters on the underside of an ice shelf don’t stay spread out across the whole base of the shelf. Instead, they localize into plumes that carve channels in the ice. These channels often form at the edges of the ice shelf. The channels at the edges cut upward, weakening the edges until they may break, removing the friction from the sides and transferring stress to where the ice starts to float. If that stress becomes enough, the whole ice shelf breaks off.
There’s a lot of fascinating information coming out of the Thwaites Glacier Collaboration. Is the news good or bad?
There surely is some bad news, but the work is also revealing some good news if you’re hoping that sea level does not rise rapidly. There are ways that the glacier tends to stabilize where it is, rather than retreating. For example, the rocks beneath are very warm and soft so that as the ice thins and removes weight, the rocks “bob up,” partially offsetting the ice loss and keeping the glacier grounded, aided by accumulation of sediment. The bad-news discoveries include rapid thinning of the ice shelf from warm waters circulating beneath.

At the Thwaites Glacier, glaciologists excavated seismic sensing equipment they had buried for two years. The data recorded by the equipment will help them understand the glacier’s movements, including icequakes from calving events. 
CREDIT: MIKE ROBERTS, INTERNATIONAL THWAITES GLACIER COLLABORATION
What are the challenges in predicting how much warming will ultimately cause the Thwaites Glacier to break apart?
Some of this is really difficult, especially where fractures are involved. Think about ceramic coffee cups dropped on hard floors. Sometimes the coffee cup just bounces, or the rim chips, or the handle breaks off, but sometimes the whole thing shatters. Scientists can accurately predict the average behavior of a lot of coffee cups dropped on a lot of floors, if you tell us the height of the drop, the type of floor, the type of cup and a few other things. But predicting the exact behavior of the next cup dropped is really difficult, in part because the behavior depends on whether there are small cracks buried deep in the material of the cup, among others. Predicting exactly how much warming is needed to break parts of Thwaites will be harder than predicting coffee cups.
Sounds like there’s still a lot of uncertainty here. How should policymakers cope with that?
First of all, the uncertainties are not our friend. There is basically no way that sea-level rise can be notably smaller than expected. When we make the climate warmer, the ocean warms up. That makes the water expand, which raises sea level. That’s relatively easy.
The glaciers in the mountains are doing what we projected decades ago: They really are melting. That takes water that was ice out of the mountains and puts it into the ocean, and that raises sea level. Those are fairly easy predictions. There are not large uncertainties in those. The uncertainties are: Will the ice shelves break off, will the flow of the big ice sheets change a lot, with the potential to drive these very large, rapid sea-level rises. So the uncertainties are on the bad side.
In other areas of our lives, we tend to invest a lot to avoid the possibility of a catastrophe, even if we are not sure it is going to happen. The example I like to use is highway safety. We have highway engineers, we have crumple zones in the car, we have airbags and antilock brakes and seatbelts and we have police out there trying to stop drunken drivers. We are not very likely to get killed by a drunken driver, but the catastrophe would be so bad if it happened that we invest a lot in heading that off.
What would make sense may be to think about sea-level rise and our response to it with the same sort of lens: There are things we can do to better understand why it happens and what the causes are. Next steps might be communities taking steps that reflect scientific findings, which of course have economic as well as social benefits.
You are also trained as an engineer and have thoughts about seawalls and their shortfalls. Do you see other paths forward that communities and cities working to defend themselves against rising seas might forge?
If calving really accelerates, it would be really, really expensive to design coastal defenses to protect against the larger possible sea-level rise. How many billion dollars are you going to spend on defending against a meter of sea-level rise, and then you get 2 meters and get flooded? That’s partly why this uncertainty is so concerning.
Instead, we can get serious about research on the risk of sea-level rise. The cost of the research to reduce the uncertainties is small in comparison. This can seem self-serving because, while I’m an old guy and won’t do much of the research, it will be done by our students, by colleagues, by friends. But I think you will find across the board in our field that we believe more research is cost-effective. Because of the chance of something worse happening — what’s that going to cost on the coasts?
And yet, you say you’re optimistic?
The optimistic part is that we can solve climate change now in ways that help the economy. When I was in school the only thing solar was good for was satellites and calculators. It was nowhere close to being competitive. But now, it is cheaper to add renewables than anything else. Putting more investment into renewable energy is economically favorable, as well as environmentally favorable. When I was young, we did not know we could do it, but now we know we can.
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 In the Great Pacific Garbage Patch, new marine ecosystems are flourishing 
 Sea life, stuck to plastic bottles and other human trash, has journeyed far from coastal habitats — and may threaten local species 

 By Tim Brinkhof
    11.14.2023  
Lea en español
In the Pacific Ocean, between Hawaii and California, at least 79,000 metric tons of plastic has coalesced to create the Great Pacific Garbage Patch. The patch, kept together by ocean currents and spanning an area of roughly 1.6 million square kilometers — about twice the size of Texas — is one of the most incriminating examples of human pollution on the planet. It’s also a huge hazard for marine life, killing up to 1 million seabirds and 100,000 marine mammals each year via ingestion of plastic or entanglement in plastic pieces.
But while the Great Pacific Garbage Patch is harming some creatures, it’s actually helping others to survive. In a study published in April 2023 in Nature Ecology & Evolution, a team of interdisciplinary scientists fished 105 pieces of plastic from the patch and found barnacles and bryozoans stuck to items like toothbrushes, clothes hangers and shampoo bottles. In addition to open-ocean species, coastal organisms were frequently found on the items — the plastics were acting as little rafts, carrying creatures far from their shallow coastal homes.
Common coastal stowaways included amphipods, isopods, hydroids and bryozoans, most of which originated from the northwest Pacific. Many of the coastal species were likely carried out to sea as debris from the Japan earthquake and tsunami of 2011. Not only had these tenacious creatures survived the journey to the garbage patch, but crustacean eggs and anemone buds (new anemones growing from old ones) indicate that many of them “are clearly capable of living, surviving and reproducing in the open ocean with the aid of plastic pollution,” says study coauthor and invertebrate zoologist Henry Choong of the Royal BC Museum in Victoria, Canada. The plastics, he says, provide them with a “permanent, non-biodegradable ‘home.’”
These findings challenge our understanding of marine migration and survival, says study coauthor Matthias Egger, an environmental scientist at the Ocean Cleanup, a Netherlands-based nonprofit developing technologies to rid the oceans of plastic. They suggest that in the past, “lack of flotsam limited the colonization of the open ocean by coastal species, rather than physiological or ecological constraints,” Egger says.
While this may sound like a positive development, the repercussions could be serious. “The subtropical oceanic gyres are often referred to as the deserts of the sea, as these waters contain low amounts of nutrients,” Egger says. “Thus, coastal species are now competing with native open-ocean species for limited resources, and we see evidence that they are also actively feeding on open-ocean species.”
It’s still unclear how the establishment of coastal species on the high seas will affect the native open-ocean ecosystems, Egger adds. “However, history has shown that the introduction of invasive species can significantly impact endemic ecosystems.”
Of course, plastic is not the only mode of transport carrying organisms from one environment to another. “There’s always been debris in the oceans, and it hasn’t all been human-generated,” says Casey O’Hara, a conservation data science lecturer and researcher at the University of California, Santa Barbara, who coauthored an assessment of the future of the world’s oceans in the 2022 Annual Review of Environment and Resources. “Think of logs washing down rivers out into the ocean. Those would also pick up similar kinds of things, and they would also probably end up in the same kind of gyre,” he says.
Still, “plastic does stand out because of its large quantities, high buoyancy and slow degradation — all of which potentially contribute to broader dispersion of the plastic debris,” says Andrey Shcherbina, an oceanographer at the University of Washington and coauthor of the study. Whereas logs decompose after a while, plastic can easily travel across the world’s oceans, introducing animal hitchhikers to other fragile ecosystems such as the Papahānaumokuākea Marine National Monument on the shores of the Hawaiian Archipelago, where plastic from the garbage patch frequently washes up.
If these recent findings have answered some questions about plastic’s impact on marine life, they have raised others. In the future, Choong says, the researchers plan to look at whether the hitchhiking coastal species become a permanent part of open-ocean ecosystems and whether their extended presence will harm the species that call those oceans home.
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 Speedy downloads: Why NASA is turning to lasers for next-gen space comms 
 The first tests of optical communications far from Earth will take place aboard the asteroid-bound Psyche spacecraft 

 By John Johnson Jr.
    11.13.2023  
Lea en español
NASA’s recently launched asteroid hunter, Psyche, is designed to give us a look at a body that could resemble depths far within the Earth, where we can never go. But one instrument tagging along for a ride is exciting scientists who specialize in a completely different field — that of space communications. Since the dawn of the Space Age, they have depended on radio waves, just a sliver of the electromagnetic spectrum. But scientists hope to soon expand into another part of the spectrum. Their aim is to add lasers to our cosmic communications toolkit.
The Psyche spacecraft’s main mission is to explore a 144-mile-long, potato-shaped asteroid with an orbit roughly three times farther from the Sun than Earth’s. A leading theory holds that the target asteroid, also named Psyche (16 Psyche, to be exact), is the metal core of a once hopeful planet whose rocky surface was stripped away by hit-and-run collisions in the asteroid belt between Mars and Jupiter.
If so, getting a whiff of its unique mix of iron, nickel and rock may be the closest we will ever come to investigating the metal core of Earth.
It will take six years for the craft to arrive and find out if measurements of the asteroid suggesting a metallic surface are correct. If they are, we might be presented with an object more alien than pulp writers of the 1940s and ’50s ever imagined, with metal ejecta frozen into bizarre shapes from encounters with other asteroids.
But space communications researchers will start seeing results much sooner. The Deep Space Optical Communications (DSOC) test will be the first demonstration of laser, or optical, communication beyond the Moon, and could help ease the way as astronauts return to the Moon and take the next giant leap — to Mars. It also represents a key step in opening a new era in space communications.
If this and related tests work as expected, lasers will offer a needed boost for the bandwidth limits faced by the major off-planet communications system, called the Deep Space Network (DSN). The DSN’s three radio antenna sites, each dominated by a 70-meter dish and located 120 degrees apart in Spain, Australia and the California desert, face a traffic jam of Houston rush-hour proportions, some say. Currently, demands from dozens of space missions, ranging from the James Webb telescope to small commercial satellites (which pay for the service) must compete for the network’s time.
“There can be requests in conflict among various missions,” says Mike Levesque, DSN project manager at NASA’s Space Communications and Navigation office (SCaN). “Twenty percent of requests are not serviceable today. The problem will only get worse over time. It will be 40 percent by 2030.”


A video explains the laser communications tests planned for the DSOC instrument as Psyche travels hundreds of millions of miles to meet up with a distant asteroid.
CREDIT: NASA / JPL-CALTECH / ASU
And another 40 space missions are due to come online in the near future, each demanding time on the communications network. Even more important, some of those missions will be manned, with instruments beaming high-definition video as well as moment-to-moment metabolic readings of astronauts as they work on the Moon, building laboratories and shelters. They won’t want to be told to stand down for a commercial CubeSat, the mini-satellites that transmit various types of scientific data and provide internet connectivity, and which have proliferated in low-Earth orbit.
“Delays may be OK for science, but for human missions we need all hands on deck,” says Jason Mitchell, program executive at SCaN. “As we look at what human astronauts want as we move to the Moon and plan for Mars, science instruments will grow as well. We could be sending terabytes of data a day.”
In the recently launched demonstration, researchers seek to tap the greater information-carrying capacity of laser light over radio waves. Optical wavelengths in the near-infrared part of the electromagnetic spectrum are so small — measured in nanometers — and the frequencies so high that much more information can be packed into the same space, pushing data rates 10 to 100 times greater than is possible with radio.
“That’s why optical is such a great option,” Mitchell says. “The data rates are so high.”
For similar capabilities, laser systems can also be more petite than radio ones, thus requiring less power, another important factor as spacecraft travel a few hundred million miles from home.

For the first time, NASA will test communications with lasers in deep space. The optical frequencies of light can carry 10 to 100 times more information per second than radio signals. (Bottom graphs compare the volume of data (white boxes) carried by a radio wave, at left, and near-infrared laser, at right.) The laser signal (red) is much narrower than radio (light blue), which can improve the security of communication in space but also makes transmission sensitive to even slight misalignments.
CREDIT: NASA / GODDARD SPACE FLIGHT CENTER
Over the past decade, NASA has been testing the new technology in different environments from low-Earth orbit to the Moon. The instrument aboard Psyche will enable the first test in deeper space, an important milestone since optical communication does have drawbacks. Because the laser beam is narrow, it must be pointed toward receivers on Earth with high accuracy, a challenge that only grows with distance.
Abhijit Biswas, DSOC project technologist at NASA’s Jet Propulsion Laboratory, which built the instrument, compares the difficulty to trying to hit a moving dime from a mile away. Even a jiggle could interfere: To keep the transceiver stable on Psyche, JPL installed special struts and actuators to isolate it from the vibrations of the 81-foot-long spacecraft.
Other potential problems include clouds on Earth that can block the optical beam, and significant weakening of the signal as the distance increases and the beam spreads out. This limits its use in distances beyond Mars, at least with current technology. That is why the test will be conducted only during the first two years of the mission, before the craft travels farther out to the asteroid itself.
For these reasons, as well as the fact that no ground-based network of optical receivers exists today, nobody is predicting a time when laser communication would replace radio waves. But it could add a new channel. “Future operations will be designed for diversity,” says Biswas.

The Psyche spacecraft, shown in an artist’s conception, began its long journey to an asteroid of the same name in October 2023. Due to arrive in 2029, the craft has instruments that will analyze the asteroid’s makeup and measure its magnetic field. Unlike most space rocks, the Psyche asteroid is thought to be composed of nickel and iron, similar to Earth’s metallic core.
CREDIT: NASA / JPL-CALTECH / ASU; IMAGE CREATED BY PETER RUBIN
During the tests aboard Psyche, a five-kilowatt transmitter on Table Mountain in Southern California will send a low-rate communication package — nothing exotic, mostly random patterns, Biswas says — to a laser transceiver attached to the spacecraft’s 8.6-inch telescope. The instrument will lock onto the beam and download the message, using a camera that counts the light particles, or photons, before relaying it back down at a high rate to the 200-inch Hale telescope on Mount Palomar near San Diego, where it can be compared for accuracy to the original.
Even at distances nearer than Mars, the laser signal is relatively fragile. The package arriving at the Hale telescope from Psyche will consist of only a few photons, which is why decoding it relies on an extremely sensitive, cryogenically cooled photon-counting detector (made with superconducting nanowire) attached to the telescope.
For Biswas, whose background is in laser spectroscopy, the optical communications test is the culmination of an effort a decade in the making. “It’s very exciting,” he says. “There are so many things we are doing for the first time.”
While laser communication, like highway carpool lanes, might not prevent future traffic jams on the Deep Space Network, it just might help some messages avoid gridlock in space.
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 How wind turbines could coexist peacefully with bats and birds 
 As wind power grows around the world, so does the threat the turbines pose to wildlife. From simple fixes to high-tech solutions, new approaches can help. 

 By Katarina Zimmer
    11.08.2023  
Lea en español
About twice a month, many of Australia’s wind farms receive an important visit from dogs and their handlers. The dogs are professionals and know exactly what they’re there for. Eagerly, they run along transects under the wind turbines, sniffing until they catch a scent then lying down, sitting or freezing once they’ve located their targets: the carcasses of bats and birds that were killed by turbine collisions.
For nearly two decades, wind and wildlife ecologist Emma Bennett’s company, Elmoby Ecology, has been using canines to count the victims of wind turbines in southern Australia. The numbers are troubling. Each turbine yields four to six bird carcasses per year, part of an overall death toll from wind turbines that likely tops 10,000 annually for the whole of Australia (not including carcasses carried away by scavengers). Such deaths are in the hundreds of thousands for North America. Far worse are the numbers of dead bats: The dogs find between six and 20 of these per turbine annually, with tens of thousands believed to die each year in Australia. In North America, the number is close to a million.

In Australia, trained dogs are used to find and count the carcasses of birds and bats that have died due to collisions with wind turbines. The dogs typically find many more dead bats than dead birds.
CREDIT: DOUG GIMESY / NPL / MINDEN PICTURES
In fact, some experts predict that turbine collisions could drive certain bat species to extinction. “It’s the number one threat facing our small microbats,” Bennett says.
Numbers like these have caused strife in environmentalist circles, pitting those pushing for a rapid build-out of renewable energy — necessary to combat climate change — against those who oppose turbines due to their impact on wildlife; some bird conservation groups have frequently obstructed wind energy projects.
But experts stress that wildlife deaths from wind turbines aren’t inevitable. Over the past few decades, scientists have been investigating how and why collisions occur, through in-depth studies into bird and bat ecology and how the creatures sense obstacles in their path.
In doing so, the scientists have discovered a number of methods to prevent the animals from crashing into wind turbines — ranging from simple fixes like limiting the activity of turbines to refining their design. If implemented widely, these solutions might allow wind turbines to peacefully coexist with airborne wildlife.
Fatal attraction
For Bennett, getting wind farms to adopt methods of avoiding bat collisions has long been a priority. The flying critters — comprising a fifth of all mammal species — play vital roles in eating pest insects, dispersing seeds and pollinating plants. Their slow reproduction rate (they typically birth just one pup a year) makes them especially vulnerable to population declines.
And for reasons nobody fully understands, bats are attracted to turbine towers, perhaps because they see them as potential roosting sites, places to find insect prey, scent-marking posts or spots to congregate. “Unlike birds, bats are actually investigating wind turbines and spending more time around them, which makes them at higher risk for mortality,” says Sara Weaver, a wildlife ecologist with Bowman Consulting, a Virginia-based engineering services firm that, among other things, advises energy companies on ways to reduce their environmental impacts. This attraction means that even when turbines are intentionally erected in places with little to no bat activity, the animals still often end up flying there and getting killed.


For reasons that scientists don’t quite understand, bats are attracted to wind turbines, as shown here in this infrared video. This attraction is why the numbers of bat deaths due to wind turbines are much higher than they are for birds.
CREDIT: BAT CONSERVATION INTERNATIONAL
The most effective solution, many experts agree, is to limit the times when the turbines are active. Ecologists have noticed that small bat species in particular are most likely to get struck by the blades when wind speeds are relatively low, around 2 to 5 meters per second (about 4.5 to 11 miles per hour). These small bats, weighing less than a Snickers bar, can’t fly if conditions get much windier. So at night, when the bats are out and about, setting wind turbines spinning only when higher wind speeds have been reached — an approach called curtailment — can help. For example, a two-year study at a Pennsylvania wind farm found that raising the wind speed at which turbines start to spin from 3.5 meters per second to 5 or 6.5 meters per second reduced bat deaths by between 44 percent and 93 percent.
Because most wind power is generated at high wind speeds anyway, the impact of curtailment on energy production is minimal, Bennett says. When she tested a very modest curtailment — raising the cut-in speed from 3 meters per second to 4.5 meters per second — she and her colleagues saw bat mortality decline by around 54 percent, while the Australian wind farm in question lost less than 0.1 percent of revenue. “Any small increase in this cut-in speed actually has a massive effect on bat survival,” Bennett says.
However, a common concern around curtailment is that it could make wind farms significantly less viable at sites that have lower wind speeds overall, Weaver says. In such situations — and in cases where curtailment might just not be effective enough — another strategy may be useful: deterring bats with disorienting noises in the ultrasonic range, audible to bats but not to humans.
The approach stems partly from studies of tiger moths — popular bat snacks — which emit ultrasonic clicks that disorient bats. In a study published in 2020, Weaver and her colleagues tested an ultrasonic deterrent at a wind farm in south Texas, where she saw a 54 percent reduction in deaths of Brazilian free-tailed bats and a 78 percent reduction in deaths of hoary bats, two heavily affected species at that site. After the wind energy company saw the results, “they retrofitted all 255 wind turbines at their site with ultrasonic acoustic deterrents,” Weaver says.
For other species, Weaver either didn’t observe benefits or didn’t have enough data to assess them; much more research is needed to make ultrasonic deterrents more effective, she says. “It isn’t necessarily the right strategy for all species in all places.”

Scientists are exploring a number of ways to reduce the impact of wind turbine facilities on wildlife. Some solutions — such as curtailment — are ready to be implemented, while others are still under investigation.
Visual aids for birds
There are also growing efforts to avoid bird collisions at wind farms. Turbine deaths account for many times fewer bird deaths than killings by domestic cats or collisions with buildings, vehicles and power lines. But in an age where many bird populations are declining, any cause of mortality needs to be tackled, says Tom Will, a conservation ornithologist retired from the US Fish and Wildlife Service.
And some birds are more affected than others, he adds, such as slow-to-reproduce birds of prey, which hunt in the same open, windy areas that are popular for wind farm development. For some raptors like golden eagles, where populations are barely stable or declining, Will says, “any mortality is significant.”
Avoiding siting wind farms in high-risk areas — like ridgetops, where many bird species concentrate during migration and raptors in particular use the uplifting winds — can help, Will adds. But where bird activity can’t be entirely avoided, there might be a relatively simple solution: painting the turbine blades.
This idea goes back to experiments that began in the late 1900s by the bird vision scientist William Hodos of the University of Maryland. He found that as American kestrels get closer to rotating blades, the spinning becomes too fast for their eyes to capture, producing an invisible blur. But Hodos discovered that painting a single blade black can make the turbines more visible to the birds. And sure enough, when scientists recently tested this approach in Norway, they found that black blades reduced death rates by 70 percent for 19 bird species.
The approach needs more testing, notes Shilo Felton, who leads the Renewable Energy Wildlife Institute’s wind-wildlife research program; the nonprofit is currently testing the painted blades at a large wind farm in Wyoming to see if it helps to avoid eagle collisions. And it’s possible that the strategy might need tweaking for offshore wind turbines, which are currently expanding in the UK and Europe, notes Alex Banks, an ornithologist working on bird conservation with the UK government’s conservation watchdog Natural England. For instance, many birds that forage at sea, like black-legged kittiwakes and lesser black-backed gulls, may be especially unlikely to see or avoid wind turbines.
“Their evolution, I suppose, hasn’t primed them necessarily to expect obstacles in their foraging space,” Banks says. These species may benefit from painting the turbine towers as well as the blades with noticeable patterns, he says.
Other solutions are also in development. Banks is involved in an effort to use laser-based tools and GPS tracking to measure the flying altitude of various seabird species. The goal is to inform offshore turbine developers so they can decide on turbine heights that reduce collisions with birds flying low above the sea. And at some offshore wind farms in the Netherlands, scientists are using a model to predict the passing of migratory bird species in advance, so the turbines can be turned off while the birds move through.
Meanwhile, back on land, the Renewable Energy Wildlife Institute is testing a system that uses video cameras to detect incoming eagles and other species, and then emits acoustic signals to deter them; the same system can be used to turn the turbines off. At some wind farms the institute partners with, humans go out and watch for eagles. If they see one, individual turbines posing a risk to the bird will be slowed or stopped.
A regulatory question
Some wind energy companies have willingly collaborated with scientists to find and test new solutions, or have voluntarily adopted mitigation measures that already exist, Weaver says. But there’s an urgent need for more wind companies to take action; too many practice mitigation measures like curtailment only when they’re required to do so — for instance, when they affect endangered or protected species.
It’s critical, Weaver says, to find ways of incentivizing companies to also protect common species, to help ensure that they don’t become endangered in the future. In countries where wind developments are funded by global banks, making mitigation a requirement for securing funds could also help, Bennett says. Stronger regulation across the board would be ideal, she adds; Germany, for instance, has long required all new wind turbines to practice curtailment to avoid unnecessary bat deaths.
“I think we can get to a solution,” Weaver says. But getting there, she says, will require conversations between government agencies, local jurisdictions, wind energy companies and conservationists, as well as scientists, to ensure that existing and new mitigation strategies are put to use properly. “It’s going to take absolutely everybody coming to the table.”
10.1146/knowable-110823-1
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Living World
 Untangling the genetics that underlie our facial features 
 After turning up hundreds of genes with hard-to-predict effects, some scientists are now probing the grander developmental processes that shape face geometry 

 By Bob Holmes
    11.07.2023  
When Eric Mueller, who was adopted, first saw a photograph of his birth mother, he was overcome by how alike their faces were. It was, he wrote, “the first time I ever saw someone who looked like me.” The experience led Mueller, a photographer in Minneapolis, into a three-year project to photograph hundreds of sets of related people, culminating in the book Family Resemblance.
Such resemblances are commonplace, of course — and they point to a strong underlying genetic influence on the face. But the closer scientists look into the genetics of facial features, the more complex the picture gets. Hundreds, if not thousands, of genes affect the shape of the face, in mostly subtle ways that make it nearly impossible to predict a person’s face from examining the impact of each gene in turn.
As researchers learn more, some are starting to conclude that they need to look elsewhere to develop an understanding of faces. “Maybe we’re chasing the wrong thing when we’re trying to create gene-level explanations,” says Benedikt Hallgrímsson, a developmental geneticist and evolutionary anthropologist at the University of Calgary, Canada.
Instead, Hallgrímsson and others think they may be able to group genes into teams that work together as the face forms. Understanding how these teams work, and the developmental processes they affect, should be much more manageable than trying to sort out the effects of hundreds of individual genes. If they’re right, faces may turn out to be less complicated than we think.
Plotting the facial landscape
When geneticists first set out to understand faces, they started with the low-hanging fruit: identifying the genes responsible for facial abnormalities. In the 1990s, for example, they learned that a mutation in one gene causes Crouzon syndrome — characterized by wide-set, often bulging eyes and an underdeveloped upper jaw — while a mutation in a different gene leads to the down-slanting eyes, small lower jaw and cleft palate of Treacher Collins syndrome. It was a start, but such extreme cases said little about why normal faces vary as much as they do.
Then, beginning about a decade ago, geneticists began to take a different approach. First, they quantified thousands of normal faces by identifying landmarks on each person’s face — tip of chin, corners of lips, tip of nose, outside corner of each eye, and so forth — and measuring the distances between them. Then they screened the genomes of those individuals, to see whether any genetic variants corresponded with particular facial measurements, an analysis known as a genome-wide association study, or GWAS (pronounced jee-wass).
Some 25 GWASs of facial shape have been published to date, with over 300 genes identified in total. “Every single region is explained by multiple genes,” says Seth Weinberg, a craniofacial geneticist at the University of Pittsburgh. “There’s some genes pushing outward and others pushing inward. It’s the total balance that ends up becoming you, and what you look like.”

Researchers have identified more than 300 genes associated with specific facial features, though their effects are generally small. Here are a few features where genes make a difference.
Not only are there a slew of genes involved in each particular facial region, the variants uncovered thus far don’t account well for the specifics of each face. In a survey of the genetics of faces in the 2022 Annual Review of Genomics and Human Genetics, Weinberg and his colleagues gathered GWAS results on the faces of 4,680 people of European ancestry. Known genetic variants explained only about 14 percent of the differences in faces. An individual’s age accounted for 7 percent, sex for 12 percent, and body mass index for about 19 percent of variation, leaving a whopping 48 percent completely unexplained.
Clearly, something important in determining the shape of faces isn’t captured by GWASs. Of course, some portion of that missing variation must be explained by environment — in fact, researchers have noted that certain parts of the face, including the cheeks, lower jaw and mouth, do seem more susceptible to environmental influences such as diet, aging and climate. But another clue to that missing factor, many researchers agree, lies within the unique genetics of individual families.

A few facial features, such as dimples, a cleft chin, and the unibrow shown here in a self-portrait by artist Frida Kahlo, may have relatively simple genetic underpinnings, researchers say. But studies to confirm this have not yet been done.
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Variants great and small
If faces were simply the sum of hundreds of tiny genetic effects, as the GWAS results imply, then every child’s face should be a perfect blend, halfway between its two parents, Hallgrímsson says, for the same reason that flipping a coin 300 times will almost always yield roughly 150 heads. Yet you only have to look at certain families to see that’s not the case. “My son has his grandmother’s nose,” says Hallgrímsson. “That must mean there are genetic variants that have large effects within families.”
But if some face genes do have large effects that are visible within the families that carry them, why don’t they show up in a GWAS? Perhaps the variants are too rare in the general population. “Facial shape is really a combination of common and rare variation,” says Peter Claes, an imaging geneticist at KU Leuven in Belgium. As a possible example, he points to French actor Gérard Depardieu’s distinctive nose. “You don’t know the genetics yet, but you feel this is a rare variant,” he says.
A few other distinctive facial features that run in families, such as dimples, cleft chins and unibrows, could also be candidates for such rare, high-impact variants, says Stephen Richmond, an orthodontic researcher at the University of Cardiff, Wales, who studies facial genetics. To look for such rare variants, though, researchers will need to move beyond GWASs to explore large datasets of whole-genome sequences — a task that will have to wait until such sequences, linked to facial measurements, become much more abundant, says Claes.

Strong family resemblances, as shown here by former British Prime Minister Boris Johnson (second from right), his father and two siblings, are common. Some researchers suggest that such resemblances could be the result of rare genetic variants that have large effects within a family.
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Another possibility is that the same gene variants that have small effects most of the time could have larger effects within certain families. Hallgrímsson has seen this in mice: He and his colleagues, notably Christopher Percival, now at Stony Brook University, introduced mutations that affect craniofacial shape into three inbred lineages of mice. They discovered that the three lineages ended up with quite different facial shapes. “The same mutation in a different strain of mice can have a different effect, sometimes even the opposite effect,” says Hallgrímsson.
If something similar happens in people, it’s possible that within a particular family — as with a particular strain of mice — the family’s unique genetic background may make certain face shape variants more powerful. But proving that this happens in people, without the aid of inbred strains, is likely to be difficult, Hallgrímsson says.

CREDIT: S. NAQVI ET AL / AR GENOMICS AND HUMAN GENETICS 2022
Practical applications
If researchers find a way to understand more about the genetic underpinnings that determine the shape of our faces, this could lead to several practical payoffs.
Orthodontists designing a treatment plan for a patient, for example, would like to know how much a young person’s jaw is likely to grow in the years ahead, and whether certain treatments are likely to work. If the patient’s genes could hint at the answer, says Stephen Richmond, an orthodontic researcher at the University of Cardiff in Wales, that would make decisions easier.
Another promising avenue is the use of face shape as a tool in diagnosing other medical conditions. After all, notes Peter Claes of KU Leuven in Belgium, about 40 percent of clinical syndromes — genetic abnormalities that cause multiple defects — involve the face, which suggests that genes that affect the face have many other effects throughout the body. “Based on this,” he says, “I strongly believe the face could be used more in the future as a screening tool.”
For instance, Loeys-Dietz syndrome, a connective tissue disorder that can lead to fatal aortic aneurism, is often hard to diagnose ahead of time, but the syndrome does cause some distinctive facial features that might provide a clue. “If you can do that from the face, with an automated tool that you can put in a family physician’s office, that would be a tremendous benefit,” says Benedikt Hallgrímsson of the University of Calgary, Canada.
— Bob Holmes
A better approach, Hallgrímsson thinks, might be to look at the developmental processes that underlie how faces are formed. Developmental processes involve teams of genes that work together — often to regulate the activity of still other genes — to control how specific organs and tissues form during embryonic development. To identify processes linked to face shape, Hallgrímsson and his team first used fancy statistics to find genes that affect craniofacial variation in over 1,100 mice. Then they turned to genetics databases to identify the developmental processes that each gene was a part of. The analysis flagged three processes as especially important: cartilage development, brain growth and bone formation. It’s possible, Hallgrímsson speculates, that individual differences in the rate and timing of these three processes (and likely some others) might be a big part of the explanation for why one person’s face differs from another’s.
Intriguingly, it appears that some of these teams of genes may have “captains” that direct the activity of other team members. Researchers trying to understand facial variation might thus be able to focus on the action of these captain genes rather than hundreds of individual genetic players. Support for this notion comes from an intriguing new study by Sahin Naqvi, a geneticist at Stanford University, and his colleagues.
Naqvi began with a paradox. He knew that most developmental processes are so finely tuned that even modest changes in the activity of the genes regulating them can cause severe developmental problems. But he also knew that small differences in those very same genes are likely the reason his own face looks different from his neighbor’s. How, Naqvi wondered, could both of these ideas be true?
To try to reconcile these two contradictory notions, Naqvi and his colleagues decided to focus on one regulatory gene, SOX9, which controls the activity of many other genes involved in the development of cartilage and other tissues. If a person has only one working copy of SOX9, the result is a craniofacial disorder called Pierre Robin sequence, characterized by an underdeveloped lower jaw and numerous other problems.
Naqvi’s team set out to reduce SOX9 activity little by little and measure what effect that had on the genes it regulates. To do so, they genetically engineered human embryonic cells so that they could dial down SOX9’s regulatory activity at will. Then the researchers measured the effect of six different SOX9 levels on the activity of the other genes. Would the genes under SOX9’s control maintain their activity despite small changes in SOX9, thus keeping development stable, or would their activity decline in proportion to changes in SOX9?
The genes fell into two classes, the team found. Most of them didn’t change their activity unless SOX9 levels fell to 20 percent or less of normal. That is, they seemed to be buffered against even relatively large changes in SOX9. This buffering — possibly the result of other regulatory genes compensating for reductions in SOX9 — would help keep development finely tuned.
But a small subset of the genes turned out to be sensitive to even small changes in SOX9, dialing their own activity up or down in lockstep with it. And those genes, the scientists found, tended to affect jaw size and other facial features altered in Pierre Robin sequence. In fact, these unbuffered genes seem to determine how much, or how little, a regular face resembles a Pierre Robin one. At one end of the range lie the underdeveloped jaw and other structural changes of Pierre Robin sequence. And at the other end? “You can think of the anti-Pierre Robin as an overdeveloped jaw, elongated with a prominent chin — kind of like me, actually,” says Naqvi.

Pierre Robin sequence (PRS) is a craniofacial disorder characterized in part by a small lower jaw and caused by a mutation in the regulatory gene SOX9. Researchers sorted normal faces according to how much or how little they resembled the features of PRS, and then looked for associated gene variants. The researchers found that some genes are very sensitive to SOX9, dialing facial variation toward or away from PRS-like facial features. If other axes of facial variation are determined in a similar way, this could mean that the genetics of faces may be simpler than they seem.
In essence, SOX9 captains a team of genes that define one direction, or axis, in which faces can vary: from more to less Pierre-Robin-like. Naqvi is now looking to see whether other teams of genes, each captained by a different regulatory gene, define additional axes of variation. He suspects, for example, that genes sensitive to small changes in a gene called PAX3 might define an axis relating to the shape of the nose and forehead, while those sensitive to another called TWIST1 — which, when mutated, leads to premature fusing of the skull bones — could define an axis relating to how elongated the skull and forehead are.
Other evidence hints that Naqvi might be on the right track in thinking that faces vary along predefined axes. For example, geneticist Hanne Hoskens, Claes’s former student and now a postdoc in Hallgrímsson’s lab, sorted people’s faces according to how closely they resembled the prominent forehead, flattened nose and other features characteristic of achondroplasia, the most common form of dwarfism. (Think of the actor Peter Dinklage, for example.) Those at the more dwarflike end of the range tended to have different variants of genes related to cartilage development than those with less dwarflike faces, she found.
If similar patterns occur for other developmental pathways, this may set guardrails that restrict the way faces develop. That could help geneticists cut through the complexities to extract broader principles underlying facial shape. “There is a limited set of directions along which faces can vary,” says Hallgrímsson. “There are enough directions that there is a tremendous amount of variation, but it’s a small subset of the geometric possibilities we see. And it’s because these axes are determined by developmental processes, and there are relatively few developmental processes.”
Until more results are in, it’s too early to say whether this new approach really holds an important key to explaining why one person’s face looks different from another’s — and the shock of recognition Eric Mueller experienced when he saw his mother’s picture for the first time. But if Hallgrímsson, Naqvi and their colleagues are on the right track, focusing on developmental pathways may offer a way to part the thicket of hundreds of genes that for so long has obscured our understanding of faces.
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Physical World
 Pursuing fusion power 
 Scientists have been chasing the dream of harnessing the reactions that power the Sun since the dawn of the atomic era. Interest, and investment, in the carbon-free energy source is heating up. 

 By M. Mitchell Waldrop
    11.01.2023  
For the better part of a century now, astronomers and physicists have known that a process called thermonuclear fusion has kept the Sun and the stars shining for millions or even billions of years. And ever since that discovery, they’ve dreamed of bringing that energy source down to Earth and using it to power the modern world.
It’s a dream that’s only become more compelling today, in the age of escalating climate change. Harnessing thermonuclear fusion and feeding it into the world’s electric grids could help make all our carbon dioxide-spewing coal- and gas-fired plants a distant memory. Fusion power plants could offer zero-carbon electricity that flows day and night, with no worries about wind or weather — and without the drawbacks of today’s nuclear fission plants, such as potentially catastrophic meltdowns and radioactive waste that has to be isolated for thousands of centuries.
In fact, fusion is the exact opposite of fission: Instead of splitting heavy elements such as uranium into lighter atoms, fusion generates energy by merging various isotopes of light elements such as hydrogen into heavier atoms.
To make this dream a reality, fusion scientists must ignite fusion here on the ground — but without access to the crushing levels of gravity that accomplish this feat at the core of the Sun. Doing it on Earth means putting those light isotopes into a reactor and finding a way to heat them to hundreds of millions of degrees centigrade — turning them into an ionized “plasma” akin to the insides of a lightning bolt, only hotter and harder to control. And it means finding a way to control that lightning, usually with some kind of magnetic field that will grab the plasma and hold on tight while it writhes, twists and tries to escape like a living thing. 
Both challenges are daunting, to say the least. It was only in late 2022, in fact, that a multibillion-dollar fusion experiment in California finally got a tiny isotope sample to put out more thermonuclear energy than went in to ignite it. And that event, which lasted only about one-tenth of a nanosecond, had to be triggered by the combined output of 192 of the world’s most powerful lasers.

This approach to fusion starts with a tiny solid target filled with deuterium-tritium fuel that gets hit from every side with intense pulses of energy. This can be done indirectly (left) by surrounding the target with a small metal cylinder. Lasers strike the insides of the cylinder, generating X-rays that heat the fuel pellet. The laser beams can also heat the target directly (right). Either way, the fuel pellet implodes, and the resulting energy release quickly blows the target apart. The indirect approach was used by the National Ignition Facility in the heralded “break even” experiments that produced more energy than the lasers delivered. But this approach to fusion is probably many decades from being a practical way to generate electricity.
Today, though, the fusion world is awash in plans for much more practical machines. Novel technologies such as high-temperature superconductors are promising to make fusion reactors smaller, simpler, cheaper and more efficient than once seemed possible. And better still, all those decades of slow, dogged progress seem to have passed a tipping point, with fusion researchers now experienced enough to design plasma experiments that work pretty much as predicted.
“There is a coming of age of technological capability that now matches up with the challenge of this quest,” says Michl Binderbauer, CEO of the fusion firm TAE Technologies in Southern California.
Indeed, more than 40 commercial fusion firms have been launched since TAE became the first in 1998 — most of them in the past five years, and many with a power-reactor design that they hope to have operating in the next decade or so. “‘I keep thinking that, oh sure, we’ve reached our peak,” says Andrew Holland, who maintains a running count as CEO of the Fusion Industry Association, an advocacy group he founded in 2018 in Washington, DC. “But no, we keep seeing more and more companies come in with different ideas.”
None of this has gone unnoticed by private investment firms, which have backed the fusion startups with some $6 billion and counting. This combination of new technology and private money creates a happy synergy, says Jonathan Menard, head of research at the Department of Energy’s Princeton Plasma Physics Laboratory in New Jersey, and not a participant in any of the fusion firms.
Compared with the public sector, companies generally have more resources for trying new things, says Menard. “Some will work, some won’t. Some might be somewhere in between,” he says. “But we’re going to find out, and that’s good.”
Granted, there’s ample reason for caution — starting with the fact that none of these firms has so far shown that it can generate net fusion energy even briefly, much less ramp up to a commercial-scale machine within a decade. “Many of the companies are promising things on timescales that generally we view as unlikely,” Menard says.
But then, he adds, “we’d be happy to be proven wrong.”
With more than 40 companies trying to do just that, we’ll know soon enough if one or more of them succeeds. In the meantime, to give a sense of the possibilities, here is an overview of the challenges that every fusion reactor has to overcome, and a look at some of the best-funded and best-developed designs for meeting those challenges.
Prerequisites for fusion
The first challenge for any fusion device is to light the fire, so to speak: It has to take whatever mix of isotopes it’s using as fuel, and get the nuclei to touch, fuse and release all that beautiful energy.
This means literally “touch”: Fusion is a contact sport, and the reaction won’t even begin until the nuclei hit head on. What makes this tricky is that every atomic nucleus contains positively charged protons and — Physics 101 — positive charges electrically repel each other. So the only way to overcome that repulsion is to get the nuclei moving so fast that they crash and fuse before they’re deflected.
This need for speed requires a plasma temperature of at least 100 million degrees C. And that’s just for a fuel mix of deuterium and tritium, the two heavy isotopes of hydrogen. Other isotope mixes would have to get much hotter — which is why “DT” is still the fuel of choice in most reactor designs.

In fusion reactors, light isotopes fuse to form heavier ones and release energy in the process. Shown here are four examples of reactor fuels. The first, D-T, combines two heavy forms of hydrogen (deuterium and tritium). This mix is most common because it begins to fuse at the lowest temperature, but tritium is radioactive, and the generated neutrons can make the reactor radioactive. A reaction between two deuterium nuclei (D-D) proceeds more slowly and requires high temperatures. Using a deuterium-helium-3 mix is also less common, in part because helium-3 is rare and expensive. Perhaps the most tantalizing is a mix of protons and boron-11 (P-11B). Both isotopes are non-radioactive and abundant, while their fusion products are stable and easy to capture for energy extraction. The challenge will be to get the mix to fusion temperatures of more than 1 billion degrees Celsius.
But whatever the fuel, the quest to reach fusion temperatures generally comes down to a race between researchers’ efforts to pump in energy with an external source such as microwaves, or high-energy beams of neutral atoms, and plasma ions’ attempts to radiate that energy away as fast as they receive it.
The ultimate goal is to get the plasma past the temperature of “ignition,” which is when fusion reactions will start to generate enough internal energy to make up for that radiating away of energy — and power a city or two besides.
But this just leads to the second challenge: Once the fire is lit, any practical reactor will have to keep it lit — as in, confine these superheated nuclei so that they’re close enough to maintain a reasonable rate of collisions for long enough to produce a useful flow of power.
In most reactors, this means protecting the plasma inside an airtight chamber, since stray air molecules would cool down the plasma and quench the reaction. But it also means holding the plasma away from the chamber walls, which are so much colder than the plasma that the slightest touch will also kill the reaction. The problem is, if you try to hold the plasma away from the walls with a non-physical barrier, such as a strong magnetic field, the flow of ions will quickly get distorted and rendered useless by currents and fields within the plasma.
Unless, that is, you’ve shaped the field with a great deal of care and cleverness — which is why the various confinement schemes account for some of the most dramatic differences between reactor designs.
Finally, practical reactors will have to include some way of extracting the fusion energy and turning it into a steady flow of electricity. Although there has never been any shortage of ideas for this last challenge, the details depend critically on which fuel mix the reactor uses.
With deuterium-tritium fuel, for example, the reaction produces most of its energy in the form of high-speed particles called neutrons, which can’t be confined with a magnetic field because they don’t have a charge. This lack of an electric charge allows the neutrons to fly not only through the magnetic fields but also through the reactor walls. So the plasma chamber will have to be surrounded by a “blanket”: a thick layer of some heavy material like lead or steel that will absorb the neutrons and turn their energy into heat. The heat can then be used to boil water and generate electricity via the same kind of steam turbines used in conventional power plants.

A fusion power plant could use one of several different reactor types, but it will turn fusion energy into electricity the same way that fossil-fuel power plants or nuclear-fission reactors do: Heat from the energy source will boil water to make steam, the steam will flow through a steam turbine, and the turbine will turn an electric generator to send power into the grid.
Many DT reactor designs also call for including some lithium in the blanket material, so that the neutrons will react with that element to produce new tritium nuclei. This step is critical: Since each DT fusion event consumes one tritium nucleus, and since this isotope is radioactive and doesn’t exist in nature, the reactor would soon run out of fuel if it didn’t exploit this opportunity to replenish it.
The complexities of DT fuel are cumbersome enough that some of the more audacious fusion startups have opted for alternative fuel mixes. Binderbauer’s TAE, for example, is aiming for what many consider the ultimate fusion fuel: a mix of protons and boron-11. Not only are both ingredients stable, nontoxic and abundant, their sole reaction product is a trio of positively charged helium-4 nuclei whose energy is easily captured with magnetic fields, with no need for a blanket.
But alternative fuels present different challenges, such as the fact that TAE will have to get its proton-boron-11 mix to up fusion temperatures of at least a billion degrees Celsius, roughly 10 times higher than the DT threshold.
A plasma donut
The basics of these three challenges — igniting the plasma, sustaining the reaction, and harvesting the energy — were clear from the earliest days of fusion energy research. And by the 1950s, innovators in the field had begun to come up with any number of schemes for solving them — most of which fell by the wayside after 1968, when Soviet physicists went public with a design they called the tokamak.
Like several of the earlier reactor concepts, tokamaks featured a plasma chamber something like a hollow donut — a shape that allowed the ions to circulate endlessly without hitting anything — and controlled the plasma ions with magnetic fields generated by current-carrying coils wrapped around the outside of the donut.
But tokamaks also featured a new set of coils that caused an electric current to go looping around and around the donut right through the plasma, like a circular lightning bolt. This current gave the magnetic fields a subtle twist that went a surprisingly long way toward stabilizing the plasma. And while the first of these machines still couldn’t get anywhere close to the temperatures and confinement times a power reactor would need, the results were so much better than anything seen before that the fusion world pretty much switched to tokamaks en masse.

Tokamak reactors (left) and related designs known as stellarator reactors (right) both confine the superhot plasma (yellow) with magnetic fields (purple) that are generated by electromagnetic coils (blue and red). With tokamaks, the most common type of reactor, these coils also start an electric current flowing through the plasma, which helps keep the reaction stable. The stellarator design likewise confines the plasma inside an airtight donut, but eliminates the need for a donut-circling current by controlling the plasma with a much more complex set of external coils (blue).
Since then, more than 200 tokamaks of various designs have been built worldwide, and physicists have learned so much about tokamak plasmas that they can confidently predict the performance of future machines. That confidence is why an international consortium of funding agencies has been willing to commit more than $20 billion to build ITER (Latin for “the way”): a tokamak scaled up to the size of a 10-story building. Under construction in southern France since 2010, ITER is expected to start experiments with deuterium-tritium fuel in 2035. And when it does, physicists are quite sure that ITER will be able to hold and study burning fusion plasmas for minutes at a time, providing a unique trove of data that will hopefully be useful in the construction of power reactors.
But ITER was also designed as a research machine with a lot more instrumentation and versatility than a working power reactor would ever need — which is why two of today’s best-funded fusion startups are racing to develop tokamak reactors that would be a lot smaller, simpler and cheaper.
First out of the gate was Tokamak Energy, a UK firm founded in 2009. The company has received some $250 million in venture capital over the years to develop a reactor based on “spherical tokamaks” — a particularly compact variation that looks more like a cored apple than a donut. 
But coming up fast is Commonwealth Fusion Systems in Massachusetts, an MIT spinoff that wasn’t even launched until 2018. Although Commonwealth’s tokamak design uses a more conventional donut configuration, access to MIT’s extensive fundraising network has already brought the company nearly $2 billion.
Both firms are among the first to generate their magnetic fields with cables made of high-temperature superconductors (HTS). Discovered in the 1980s but only recently available in cable form, these materials can carry an electrical current without resistance even at a relatively torrid 77 Kelvins, or -196 degrees Celsius, warm enough to be achieved with liquid nitrogen or helium gas. This makes HTS cables much easier and cheaper to cool than the ones that ITER will use, since those will be made of conventional superconductors that need to be bathed in liquid helium at 4 Kelvins.
But more than that, HTS cables can generate much stronger magnetic fields in a much smaller space than their low-temperature counterparts — which means that both companies have been able to shrink their power plant designs to a fraction of the size of ITER.
As dominant as tokamaks have been, however, most of today’s fusion startups are not using that design. They’re reviving older alternatives that could be smaller, simpler and cheaper than tokamaks, if someone could make them work.
Plasma vortices
Prime examples of these revived designs are fusion reactors based on smoke-ring-like plasma vortices known as the field-reversed configuration (FRC). Resembling a fat, hollow cigar that spins on its axis like a gyroscope, an FRC vortex holds itself together with its own internal currents and magnetic fields — which means there’s no need for an FRC reactor to keep its ions endlessly circulating around a donut-shaped plasma chamber. In principle, at least, the vortex will happily stay put inside a straight cylindrical chamber, requiring only a light-touch external field to hold it steady. This means that an FRC-based reactor could ditch most of those pricey, power-hungry external field coils, making it smaller, simpler and cheaper than a tokamak or almost anything else.

Shown here is a linear reactor concept based on an especially stable plasma vortex that is held together with its own internal currents and magnetic fields. Called the field-reversed configuration (FRC), it is formed from the merger of two simpler vortices that are fired from each end of the reaction chamber by plasma guns. Beams of fresh fuel coming in from the side keep the FRC hot and spinning briskly.
In practice, unfortunately, the first experiments with these whirling plasma cigars back in the 1960s found that they always seemed to tumble out of control within a few hundred microseconds, which is why the approach was mostly pushed aside in the tokamak era.
Yet the basic simplicity of an FRC reactor never fully lost its appeal. Nor did the fact that FRCs could potentially be driven to extreme plasma temperatures without flying apart — which is why TAE chose the FRC approach in 1998, when the company started on its quest to exploit the 1-billion-degree proton-boron-11 reaction.
Binderbauer and his TAE cofounder, the late physicist Norman Rostoker, had come up with a scheme to stabilize and sustain the FRC vortex indefinitely: Just fire in beams of fresh fuel along the vortex’s outer edges to keep the plasma hot and the spin rate high.
It worked. By the mid-2010s, the TAE team had shown that those particle beams coming in from the side would, indeed, keep the FRC spinning and stable for as long as the beam injectors had power — just under 10 milliseconds with the lab’s stored-energy supply, but as long as they want (presumably) once they can siphon a bit of spare energy from a proton-boron-11-burning reactor. And by 2022, they had shown that their FRCs could retain that stability well above 70 million degrees C.
With the planned 2025 completion of its next machine, the 30-meter-long Copernicus, TAE is hoping to actually reach burn conditions above 100 million degrees (albeit using plain hydrogen as a stand-in). This milestone should give the TAE team essential data for designing their DaVinci machine: a reactor prototype that will (they hope) start feeding p-B11-generated electricity into the grid by the early 2030s.
Plasma in a can
Meanwhile, General Fusion of Vancouver, Canada, is partnering with the UK Atomic Energy Authority to construct a demonstration reactor for perhaps the strangest concept of them all, a 21st-century revival of magnetized target fusion. This 1970s-era concept amounts to firing a plasma vortex into a metal can, then crushing the can. Do that fast enough and the trapped plasma will be compressed and heated to fusion conditions. Do it often enough and a more or less continuous string of fusion energy pulses back out, and you’ll have a power reactor.
In General Fusion’s current concept, the metal can will be replaced by a molten lead-lithium mix that’s held by centrifugal force against the sides of a cylindrical container spinning at 400 RPM. At the start of each reactor cycle, a downward-pointing plasma gun will inject a vortex of ionized deuterium-tritium fuel — the “magnetized target” — which will briefly turn the whirling, metal-lined container into a miniature spherical tokamak. Next, a forest of compressed-air pistons arrayed around the container’s outside will push the lead-lithium mix into the vortex, crushing it from a diameter of three meters down to 30 centimeters within about five milliseconds, and raising the deuterium-tritium to fusion temperatures.

Magnetized target fusion is the 1970s-era name for an approach that amounts to firing a plasma vortex into a metal can, then crushing the can. Shown here is a modern version in which the metal can is replaced by a molten lead-lithium mix that’s held against the sides of a spinning container by centrifugal force. Plasma guns fire vortices of deuterium-tritium plasma into the container’s hollow interior while pistons arrayed around the container’s outside push the lead-lithium mix inwards, crushing the plasma and igniting fusion. The blast pushes the molten lead-lithium mix back out and resets the system.
The resulting blast will then strike the molten lead-lithium mix, pushing it back out to the rotating cylinder walls and resetting the system for the next cycle — which will start about a second later. Meanwhile, on a much slower timescale, pumps will steadily circulate the molten metal to the outside so that heat exchangers can harvest the fusion energy it’s absorbed, and other systems can scavenge the tritium generated from neutron-lithium interactions.
All these moving parts require some intricate choreography, but if everything works the way the simulations suggest, the company hopes to build a full-scale, deuterium-tritium-burning power plant by the 2030s. 
It’s anybody’s guess when (or if) the particular reactor concepts mentioned here will result in real commercial power plants — or whether the first to market will be one of the many alternative reactor designs being developed by the other 40-plus fusion firms.
But then, few if any of these firms see the quest for fusion power as either a horse race or a zero-sum game. Many of them have described their rivalries as fierce, but basically friendly — mainly because, in a world that’s desperate for any form of carbon-free energy, there’s plenty of room for multiple fusion reactor types to be a commercial success. 
“I will say my idea is better than their idea. But if you ask them, they will probably tell you that their idea is better than my idea,” says physicist Michel Laberge, General Fusion’s founder and chief scientist. “Most of these guys are serious researchers, and there’s no fundamental flaw in their schemes.” The actual chance of success, he says, is improved by having more possibilities. “And we do need fusion on this planet, badly.”
Editor’s note: This story was changed on November 2, 2023, to correct the amount of compression that General Fusion is aiming for in its reactor; it is 30 centimeters, not 10. The text was also changed to clarify that the blast of energy leads to the resetting of the magnetized target reactor.
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Health & Disease


Q&A — Virologist Charles M. Rice

 The remaining frontiers in fighting hepatitis C 
 A scientist whose work was key to identifying, studying and finding treatments for this life-threatening virus discusses the scientific journey and challenges that persist 

 By Daniela Hirschfeld
    10.30.2023  
Lea en español
A, B, C, D, E: It’s a short, menacing alphabet representing the five types of virus causing viral hepatitis, a sickness afflicting some 400 million people around the world today.
Hepatitis viruses are a set of very different pathogens that kill 1.4 million people annually and infect more than HIV and the malaria pathogen do combined. Most of the deaths are from cirrhosis of the liver or hepatic cancer due to chronic infections with hepatitis viruses B or C, picked up through contact with contaminated blood.
Hepatitis B was the first of the five to be discovered, in the 1960s, by biochemist Baruch S. Blumberg. Hepatitis A, which is most commonly spread through contaminated food and water, was next, discovered in 1973 by researchers Stephen Mark Feinstone, Albert Kapikian and Robert Purcell.


CREDIT: JAMES PROVOST (CC BY-ND)
Virologist and 2020 Nobel Laureate Charles M. Rice
Rockefeller University
Screening tests for those two types of viruses paved the way to discovering a third. In the 1970s, hematologist Harvey Alter examined unexplained cases of hepatitis in patients after blood transfusions and found that only 25 percent of such cases were caused by the hepatitis B virus, and none were linked to the hepatitis A virus. The rest were caused by an unidentified transmissible agent that could persist in the body as a chronic infection and lead to liver cirrhosis and liver cancer.
The agent behind this disease, named non-A, non-B hepatitis, remained a mystery for a decade until Michael Houghton, a microbiologist working at the biotechnology company Chiron Corporation, and his team sequenced the agent’s genome in 1989 after years of intensive investigation. They identified it as a novel virus of the family to which yellow fever virus belongs: the flaviviruses, a group of RNA viruses often transmitted through the bite of infected arthropods.
But there was more to the story. Scientists needed to show that this new virus could, indeed, cause hepatitis C on its own — a feat achieved in 1997, when Charles M. Rice, then a virologist at Washington University in St. Louis, and others succeeded in creating a form of the virus in the lab that could replicate in the only animal model for hepatitis C, the chimpanzee. When they injected the virus into the liver of chimpanzees, it triggered clinical hepatitis, demonstrating the direct connection between hepatitis C and non-A, non-B hepatitis.
The findings led to lifesaving hepatitis C tests to avert infections through transfusions with contaminated blood, as well as for the development of effective antiviral medications to treat the disease. In 2020, in the thick of the SARS-CoV-2 pandemic, Alter, Houghton and Rice received a Nobel Prize in Medicine for their work on identifying the virus.
To learn more about hepatitis C history and the treatment and prevention challenges that remain, Knowable Magazine spoke with Rice, now at the Rockefeller University, at the 72nd Lindau Nobel Laureate Meeting in Germany in June 2023. This conversation has been edited for length and clarity.
What were the challenges at the time you began your research on hepatitis C?
The realization that an agent was behind non-A, non-B hepatitis had initiated a virus hunt to try and figure out what the causative agent was. Michael Houghton and his group at Chiron won that race and reported the partial sequence of the virus in 1989 in Science.
It was an interesting kind of a dilemma for me as an early-stage assistant professor at Washington University in St. Louis, where I’d been working on yellow fever. All of a sudden, we had this new human virus that dropped into our laps and joined the flavivirus family; we had to decide if we were going to shift some of our attention to work on this virus. Initially, people in the viral hepatitis field invited us to meetings, but because we were doing work on the related virus, yellow fever, not because we were considered majors player in the field.
The main challenge was that we could not grow the virus in cell culture. And the only experimental model was the chimpanzee, so it was really difficult for laboratories to study this virus.
There were two major goals. One was to establish a cell culture system where you could replicate the virus and study it. And the other was try and create a system where we could do genetics on the virus. It was shown to be an RNA virus, and the collection of tools available for modifying RNA at that time, in the early 1990s, was not the same as it was for DNA. Now that’s changed to some extent, with modern editing technologies.
If there’s one lesson to be learned from this hepatitis C story, it’s that persistence pays off.

Charles Rice (right) with a coworker at Washington University in 1989, the year that Michael Houghton, from Chiron Corporation, reported a novel form of hepatitis using genetic material obtained from blood samples of hepatitis patients. It remained uncertain whether the newly discovered virus truly was the cause of non-A, non-B hepatitis, as it was called, until 1997, when Rice and his colleagues managed to culture the virus and showed that the virus alone could cause the disease. In 2020, Houghton, Rice and Harvey J. Alter received the 2020 Nobel Prize in Physiology or Medicine for the discovery of hepatitis C virus.
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This journey started with an unknown virus and ended up with treatment in a relatively short period of time.
I don’t think it was a short period of time, between all of the failures to actually get a cell culture system and to show that we had a functional clone. From 1989, when the virus sequence was reported, to 2011, when the first antiviral compounds were produced, was 22 years.
And then, that initial generation of treatment compounds was not the greatest, and they were combined with the treatment that we were trying to get rid of — interferon — that made people quite ill and didn’t always cure them. They only had about a 50 percent cure rate.
It was 2014 when the interferon-free cocktails came about. And that was really amazing.
There were people who thought, “You are not going to be able to develop a drug cocktail that can eliminate this virus.” It was presumptuous to think that one could, but it was accomplished by biotech and the pharmaceutical industry. So it is really quite a success story, but I wish it could have been faster.

Over the last 50 years, researchers have identified five types of viruses that cause different forms of viral hepatitis. Each virus has its own mode of transmission and health impacts. Scientists around the world have worked to develop treatments and vaccines.
What are the current challenges in combating hepatitis C?
One thing that was a little sobering and disappointing for me was that when these medical advances are made and shown to be efficacious, it is not possible to get these drugs to everybody who needs them and successfully treat them. It’s a lot more complicated, in part because of the economics — how much the companies decide to charge for the drugs.
Also, it’s difficult to identify people who are infected with hepatitis C, because it’s often asymptomatic. Even when identified, getting people into treatment is challenging given differences in public health capabilities which vary at the local, national and global levels. So we have wonderful drugs that can basically cure anybody, but I think we still could use a vaccine for hepatitis C.
During the first year of the Covid-19 pandemic, you won the Nobel Prize for the discovery of the hepatitis C virus. What was that experience like?
It was December 2020, and we were working on SARS-Cov-2 in the peak of the pandemic in New York City. My spouse and the dogs were off at our house in Connecticut, and I was living in the apartment in Manhattan. And I got this call at 4:30 in the morning. It was pretty shocking.
The pandemic made people more aware of what a highly infectious, disease-causing virus can do to our world. It encouraged the rapid dissemination of research results and more open publications. It also really made us appreciate how the same virus does different things depending upon who’s infected: In the case of Covid-19, it’s not good to be old, for example.
After many decades working with viruses, what would you say is the next frontier in virology?
There’s a lot that we don’t understand about these viruses. The more we study them, the more we understand about ourselves, our cells and our antiviral defense systems.
And there’s also great power in terms of being able to diagnose new viruses. The sequencing technology, the functional genomics technologies, all of those things, when applied to virology, give us a much richer picture of how these viruses interact with cells. I think it’s a golden age.

The five known types of viral hepatitis afflict hundreds of millions of people around the world, causing both acute and chronic liver diseases. Among them, types B and C are the most severe, and diagnosis often remains a challenge.
You have been working with flaviviruses (dengue, Zika, yellow fever and hepatitis C) for many decades. Zika and dengue pose an ongoing threat worldwide and, in particular, Latin America. Based on the successful example of hepatitis C, what can scientific research do to mitigate the impact of these viruses?
For viruses like Zika, developing a vaccine is probably going to be fairly straightforward — except that since Zika is so transient, it makes it hard to prove that your vaccine works. You would have to do a human challenge study, in which volunteers are deliberately exposed to an infection in a safe way with health-care support.
For dengue, it’s much more difficult, because there are four different serotypes — different versions of the same virus — and infection with one serotype can put you at increased risk of more severe disease if you get infected with a second serotype. Eliciting a balanced response that would protect you against all four dengue serotypes is the holy grail of trying to develop a dengue vaccine.
People are using various approaches to accomplish that. The classic one is to take live attenuated versions — weakened forms of viruses that have been modified so they can’t cause severe illness but can still stimulate the immune system — of each of the four serotypes and mix them together. Another is to make chimeric viruses: a combination of genetic material from different viruses, resulting in new viruses that have features of each of the four dengue serotypes, engineered into the backbone of the yellow fever vaccine. But this hasn’t worked as well as people have hoped. I think the cocktail of live, attenuated dengue variants is probably the most advanced approach. But I would guess that given the success of Covid-19 mRNA vaccines, the mRNA approach will also be tried out.
These diseases are not going to go away. You can’t eradicate every mosquito. And you can’t really immunize every susceptible vertebrate host. So occasionally there’s going to be spillover into the human population. We need to keep working on these because they are big problems.
You began your career at the California Institute of Technology studying RNA viruses, such as the mosquito-borne Sindbis virus, and then flaviviruses that cause encephalitis, polyarthritis, yellow fever and dengue fever. Later on, you also studied hepatitis C virus. Is there any advantage for virologists in changing the viruses they study throughout their career?
They’re all interesting, right? And they are all different in their own ways. I say that my career has been a downward spiral of tackling increasingly intricate viruses. Initially, the alphaviruses — a viral family which includes chikungunya virus, for example — were easy. The classical flaviviruses — like yellow fever, dengue fever, West Nile viruses and Zika virus, among others — were a little more difficult, but the hepatitis C virus was impossible for 15 years, until we, and others, finally achieved a complete replication system in the laboratory.
We coexist daily with viruses, but the pandemic may have given people the idea that all these microorganisms are invariably life-threatening.
We have to treat them with respect. We’ve seen what can happen with the emergence of a novel coronavirus that can spread during an asymptomatic phase of infection. You can’t be prepared for everything, but in some respects our response was a lot slower and less effective than it could have been.
If there’s anything that we’ve learned over the last 10 years with the new nucleic acid sequencing technologies, it’s that our past view of the virosphere was a very narrow. And if you really look at what’s out there, the estimated virus diversity is a staggering number, like 1031 types. Although most of them are not pathogenic to humans, some are. We have to take this threat seriously.
Is science prepared?
I think so, but there has to be an investment, a societal investment. And that investment has to not only be an investment in infrastructure that can react quickly to something new, but also to establish a repository of protective antibodies and small molecules against viruses that we know could be future threats.
Often, these things go in cycles. There’s a disaster, like the Covid-19 pandemic, people are changed by the experience, but then they think “Oh, well, the virus has faded into the background, the threat is over.” And that’s just not the case. We need a more sustained plan rather than a reactive stance. And that’s hard to do when resources and money are limited.
What is the effect of science illiteracy, conspiracy theories and lack of science information on the battle against viruses?
These are huge issues, and I don’t know the best way to combat them and educate people. Any combative, confrontational kind of response — it’s just not going to work. People will get more resolute in their entrenched beliefs and not hear or believe compelling evidence to the contrary.
It’s frustrating. I think that we have amazing tools and the power to make really significant advances to help people. It is more than a little discouraging for scientists when there’s a substantial fraction of people who don’t believe in things that are well-supported by facts.
It’s in large part an educational problem. I think we don’t put enough money into education, particularly early education. A lot of people don’t understand how much of what we take for granted today is underpinned by science. All this technology — good, bad or ugly — is all science.
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Food & Environment
 As the climate changes, plants must shift their ranges. But can they? 
 Lots of them depend on fruit-eating birds and mammals to spread their seeds. But it’s debatable whether the animals — many in trouble themselves — can disperse seeds far and fast enough to keep pace with a warming world. 

 By Liam Drew
    10.26.2023  
Haldre Rogers’ entry into ecology came via the sort of manmade calamity that scientists euphemistically call an “accidental experiment.”
She’d taken a job in 2002 on the Pacific island of Guam and the neighboring Mariana Islands to study the invasive brown tree snakes that were introduced to Guam, likely from a cargo ship, shortly after World War II. In the ensuing decades, these large snakes thrived, and many native animals were obliterated.
Rogers’ initial task was to track reported sightings on nearby islands. The job, she says, “gave me lots of time to just stare at trees, trying to see snakes. And I realized that, ‘Oh, there’s actually all of these differences between forests on Guam and forests on other islands.’”
And so, for her PhD, Rogers decided to address whether the snakes themselves had changed Guam’s trees and shrubs.
The potential link was this: Many trees and other plants rely on animals to disperse their seeds — and that’s often achieved through fruit. Like mini ecological Trojan horses, fruit evolved to be eaten, its pulp a nutritious lure to make an animal consume it and swallow a plant’s seeds, too.
The animal moves on. After a while, it defecates, depositing the swallowed seeds somewhere within its range. Oftentimes, those seeds emerge in what amount to little fertilizing clumps of manure.
Myriad factors will determine whether a seed ever becomes a mature plant. But by co-opting the wings, legs, guts and back ends of animals, rooted plants have evolved a way of scattering the embryonic forms of their offspring far and wide.
In Guam, forest trees had relied on seven main species of disperser — six birds and one bat — and the tree snakes decimated them. When Rogers arrived, only one bird disperser remained, and only in a limited range, and the bat population was down to about 50 individuals. “So, basically, no seed dispersal,” says Rogers, now an ecologist at Virginia Tech.
Across the island, fruits now just drop to the forest floor.

A brown tree snake in Guam. This invasive predator species was inadvertently introduced to the Pacific island shortly after World War II and went on to wreak havoc on its native, seed-dispersing birds and bats.
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There are winners and losers among Guam’s plants, Rogers found. Some species that are less dependent on animals are thriving. But many native fruiting trees and shrubs are struggling. There is less mixing, and forests have a lower diversity of plant species as a result.
Particularly striking is what happens when a mature tree falls in the forest. Normally, Rogers says, a free-for-all ensues as masses of growing seedlings fight over the newly available light. On Guam, these gaps fill very slowly because seeds aren’t brought in. “When you lose a seed disperser,” Rogers says, “there’s nothing else that’s going to take over that role in the system.”
If this were simply an inadvertent experiment on one faraway island — confirming what ecologists have long hypothesized about plants’ reliance on frugivorous, or fruit-eating, animals — it would be a local misfortune. But with populations of wild animals plummeting worldwide, ecologists fear that, instead, it serves as a widespread warning.
In Madagascar, researchers recently showed that several endangered trees, including species of palm and baobab, produce seeds too large for any living animals to swallow and distribute. The giant lemurs and elephant birds that must once have distributed them are long extinct, rendering them “ghost fruit.”
In the Western United States and Mexico, as numbers of pinyon jays plummet, ecologists worry about the long-term persistence of piñon pines, whose seeds are cached and spread by these birds.
Examples like this exist all over the world.

Madagascar was once home to many giant — now extinct — fruit-eating animals, such as the 187-pound, 5-foot-long koala lemur (left), and three genera of elephant birds (right), some of which may have stood 10 feet high and weighed more than 1,000 pounds. The fruit-bearing plants that these animals fed on still survive, but with no extant animal species large enough to eat their seeds, the plants have an uncertain future.
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But an even bigger issue is that plants probably need their seed-dispersing animals now more than ever. As temperatures quickly rise due to climate change, many plants will have to move to cooler locations to survive. However, research by seed-dispersal ecologists is suggesting that the world’s shrinking animal populations do not have the capacity to mediate these migrations.
“The world is changing so rapidly. Things have to respond in some way,” says Rogers. “Understanding movement is going to be hugely important.”
The right moves
Researchers estimate that over half the world’s seed-bearing plants rely on animal-mediated seed dispersal and that in tropical forests, the number is 75 percent or more. That reliance, Rogers says, takes various forms.
For example, as shown in Guam, fruit-eating animals serve an ongoing and vital maintenance function within a local population. Seeds dispersed randomly by animals can land in healthy new growing spots and ensure mixed ecosystems, whereas fruits that fall beneath their parents are competing with their siblings and are, quite literally, in their parents’ shadow.
Such fallen seeds have also lost the often-important step of passing through an animal’s gut. Digestion may wash away molecules that inhibit germination and it strips the seed of surrounding flesh that, if left in place, can promote the growth of fungi and other pathogens.
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Seed-dispersal lessons
Given the ecological importance of animal-mediated seed dispersal, researchers say, conservation or rewilding initiatives should consider the following:
 
	Ensure that new plantations are populated by appropriate seed dispersers.

	Preserve natural populations of large-bodied mammals, as well as their freedom to roam, because these animals carry out especially important dispersal functions.

	Connect areas of natural habitat by corridors or other linkages to enable seed-carrying animals to move between them.

	Actively move plants from one place to another if it becomes clear that plants are no longer able to migrate naturally to cooler regions.


— Liam Drew
But as Rogers and colleagues described in the 2021 Annual Review of Ecology, Evolution, and Systematics, another service will be important for surviving climate change: transporting seeds beyond their parents’ current range. As temperatures rise, plants will have to track — or follow — the movement of the climatic conditions to which they are adapted. Broadly speaking, that means moving north for Northern Hemisphere species and south for Southern Hemisphere species — or to higher altitudes.
Juan P. González-Varo, an ecologist at the University of Cadiz in Spain, explains that since average temperatures vary according to latitude — getting cooler farther from the equator — ecologists can calculate how quickly a species will need to move toward cooler climes to stay at the same average temperature, based on data about rates of global heating. The current estimate is 4.2 kilometers per decade — a significant range shift. And the rate of needed movement is greater for woody fruiting plants because they often take years or even decades to reach reproductive maturity, González-Varo says.
Ecologists are asking whether today’s animals populations will permit plants to achieve this.
González-Varo’s own work, for example, is focused on birds. He says that in the mid-2010s, when ecologists described how crucial plant migration would be in the future, authors of certain influential papers said that migratory birds are well-positioned to move seeds the necessary distances.
But although migratory birds do make lengthy journeys, seeds can pass through avian gastrointestinal tracts as quickly as 20 minutes after being swallowed. Will birds retain seeds long enough to carry them far enough?
Researchers examining the gut contents of migratory birds on the Atlantic’s Canary Islands did find seeds from the mainland some 170 kilometers away, indicating that long-range dispersal can happen. But González-Varo felt there was a problem and, in 2021, he and colleagues published work on European forests that confirmed his pessimism: Migrating birds are typically traveling in the wrong direction when they eat fruit.
The researchers gathered data on 949 examples of 46 bird species eating the fruit of 81 different plants. They observed that migrating birds tended to eat European fruits when they were heading south for winter, from colder to warmer climes. It’s the opposite direction from that needed to keep up with climate change. Only around one-third of the plant species studied, including plants such as holly, wild olives and ivy, produce fruit in the spring when the birds are heading north — a time that would help the species move to cooler latitudes.
So if migratory birds had been seen as the solution to plants tracking climate change, González-Varo says this study showed they are “a very partial solution.”
Rising temperatures, shorter distances
A huge simulation published in 2022 examined more closely the global capacity of all animals to move seeds around. The results were also concerning.
Ecologist Evan Fricke of MIT, Rogers and coauthors first built a database of every field study they could access in which researchers had quantified aspects of seed dispersal by animals. Which animals eat fruit from which plants? Do the animals swallow, strip, cache or destroy the seeds? How far do the animals take seeds? And in which instances do seeds produce new plants? The model was ultimately fed by data from around 18,000 animal-plant interactions.
Next, the team added data describing each animal and plant species; the team also included data on the natural geographic ranges of species, including estimates of where extinct species would live today had they not gone extinct.
Finally, they used machine learning to simulate the degree to which animals are distributing seeds across the globe today, and how declines in dispersers and their habitats are affecting seed movement.

This global map shows geographic variation in the capacity of animal-mediated seed dispersal to move plants to new habitats fast enough to keep pace with climate change. The higher the index number, the greater the ability to track climate change in this manner. In temperate regions, climate-tracking dispersal is particularly limited.
The first thing to pop out of the model was a strong correlation between the size of an animal — especially mammals — and how far it disperses seeds. Typically, large mammals have large ranges and seeds take longer to pass through them. (Birds, Fricke says, mostly occupy quite small ranges when they’re not migrating.) That is a problem, because large mammals are far more likely than small ones to have been driven to extinction by people or to be heading in that direction.
Fricke’s team then looked at dispersals greater than 1 kilometer from parent plant’s range — the sort needed to shift plants’ ranges. Their model showed that extinctions and declines in habitat have vastly reduced the long-distance dispersal of seeds. “There have been really strong declines in long-distance seed dispersal as a result of the massive loss of big animals from the ecosystems,” says Fricke.
Whether it’s cave paintings in France or the fossil record, historical data show that large mammals were once widespread, constantly moving seeds long distances. “That helped deal with the climate changes that have happened in the last 10,000 years or so,” Fricke says. “But they’re no longer helping plants with climate change now, because they are either completely extinct or are restricted to really small areas within their former ranges.”
The team ran another simulation in which all currently endangered birds and mammals become extinct. Under this scenario, seed dispersal of more than 1 kilometer would further suffer, with some of the greatest losses occurring in Madagascar and Southeast Asia.
In short, Fricke says, as temperatures increase, seed movement is decreasing — right at the time when it’s needed most.

By collating massive amounts of data, ecologist Evan Fricke and colleagues calculated the global capacity of animals to move seeds long distances. The left-hand heat map shows current capacities to move seeds distances of 1 km or more. The right-hand map is a simulation of how much farther seeds would be moved had humans not reduced animal populations (sometimes to extinction) and their ranges.
Dwindling dispersal
To complicate matters further, sometimes an animal species can stop dispersing seeds even when it’s still around and still eating fruit, says Kim McConkey, an ecologist affiliated with the UK’s University of Nottingham Malaysia campus who has observed the habits of many frugivorous creatures. Loss of predators is one cause. Without the fear of being snatched by, say, a fox or a hawk, rodents are less likely to carry seeds away from the plants where they found them. Noise and light pollution is another: It can deter seed dispersers from venturing into certain areas.
Reduced competition for food can also dramatically change dispersal patterns. On Guam, surviving frugivores, freed from competition, eat fruit from fewer plant species. In Tonga, the insular flying fox — a bat species whose numbers are declining there — now rarely pick fruit from a tree then carry it elsewhere to eat, McConkey says. They just feed happily in the fruiting tree, dropping the seeds below. “When you’ve got a few bats, they don’t fight — and you’ve got no seed dispersal,” she says. “If there aren’t enough bats, almost nothing moves.”
Habitat fragmentation is a further problem, says Dov Sax, a conservation biologist at Brown University. “Much of Europe is in agricultural fields. And the same is true for much of the middle of the US,” he says. “That creates a huge barrier to dispersal.”
In so many ways, the world is now radically different from how it was during previous periods of climate change, Sax adds. “In North America and the UK, none of us grew up with elephants roaming the landscape, or giant sloths or lots of bison,” he says. “It’s easy to forget that that was the situation for millions of years, and that through all the previous episodes of climate change, those mammals were available to move seeds.”
Sax does note one significant uncertainty in forecasting how much plants must migrate to survive global heating. It’s possible, he says, that they have more built-in flexibility than assumed to deal with conditions different to those within their historical ranges. Still, there is widespread evidence that plant and animal ranges really are shifting. Parts of the Arctic tree line are moving towards the north pole by 40 meters a year or more; the US Environmental Protection Agency says ranges of North American species have moved north by an average of 16.9 kilometers a decade since the 1970s; and across the world plants are shifting to higher, cooler altitudes, including alpine species that have ascended hundreds of meters up the Himalayas and the Hengduan mountains.
What seed ecologists must do next is directly show if and how animals are facilitating — or preventing with their absence — such movements. They also need to learn how new communities function when novel plants join ones that already live at higher latitudes or altitudes, creating new combinations of species. Fricke’s modeling, supported by real-world data on existing introduced plant species, suggests that when fruiting plants move to new habitats, most of them will have their seed-dispersal needs met by local fruit-eating animals. But nobody knows for sure.
The answers have important implications for conservation (see sidebar). But for these issues to gain traction, the crucial role of animals in dispersing seeds needs far more appreciation among the public and from conservation policymakers, says Rogers.
Certainly, pollination by bees and other insects is now a flagship conservation issue. Maybe that’s unsurprising, since some 75 percent of human crops depend on animal-mediated pollination, whereas seed dispersal is primarily an issue for wild plants. But perhaps it’s also easier to turn bees flitting from flower to flower into icons of environmentalism than it is to celebrate thrushes or bears eating berries then defecating the seeds.
Nevertheless, seed dispersal is an essential ecological function, stresses Rogers. For wild plants, she adds — and therefore, the health of global ecosystems — the message is quite simple: “You can have all the pollination you want. But if it doesn’t get dispersed, it’s not going to succeed.”
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Five types of viral hepatitis

Hepatitis is caused by viruses that produce inflammation in the liver and can lead to liver cancer,
cirrhosis and even death. There are five hepatitis viruses: A, B, C, D and E. Heavy alcohol use, toxins,
some medications and certain medical conditions can also cause hepatitis.
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Making transparent wood

Two processes are central to creating see-through wood: removing the color and
impregnating a polymer. Soaking or brushing boards or veneer sections with a
bleaching solution alters or removes the pigmented lignin. Immersing the wood in
a clear polymer, such as epoxy resin, then makes the wood transparent.
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Some facial features with a known genetic basis
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Subduction zones: Where volcanic arcs are produced
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Shipping emissions scenarios through 2050

-- Projection1  -- Projection3 -- Projection5
— Projection2 — Projection4 — Projection 6
1,600 -
= 1400 -
@
]
> 1,200 -
g
+~ 1000 -
£
@ 800 -
9
2 600 -
% 400 -
@]
O 200 -
O r T T T T T T 1
2015 2020 2025 2030 2035 2040 2045 2050

Year

SOURCE: ADAPTED FROM FOURTH IMO GHG STUDY 2020 KNOWABLE MAGAZINE





images/00015.jpg
Central American volcanic arc

]
o
5
=
r=}
©
—

Pacific Ocean

" Cocos
‘Plate

SOURCE: ADAPTED FROM E. GAZEL ET AL /AR EARTH AND PLANETARY SCIENCES 2021 KNOWABLE MAGAZINE





images/00014.jpg





images/00017.jpg





images/00016.jpg





images/00049.jpg





images/00048.jpg
Field-reversed configuration

Plasma vortex Fuel beams Plasma gun

Plasma gun Central chamber FRC plasma

SOURCE: REPORTING BY M. MITCHELL WALDROP S5W INFOGRAPHIC / KNOWABLE





images/00051.jpg
Magnetized target reactor

Pneumatic Plasma injector Rotational

pistons

Rotating liquid
lead/lithium solution

Plasma injector within spherical tank

SOURCE: REPORTING BY M. MITCHELL WALDROP 5W INFOGRAPHIC / KNOWABLE





images/00050.jpg
/\/

7 \\‘\\\N\‘
e 7 ?
|
(

\
- " \{
e






images/00009.jpg





images/00008.jpg





images/00052.jpg
v

‘SV @‘&’ SPSP S ‘SP@T:’






images/00011.jpg





images/00010.jpg





images/00054.jpg





images/00013.jpg
Magnetic confinement

TOKAMAK STELLARATOR

Toroidal Transformer Vertical Helical magnetic field coils
magnetic coil magnetic
field coil field coil

Magnetic
Plasma field lines

Plasma current Magnetic field lines

SOURCE: REPORTING BY M. MITCHELL WALDROP S5W INFOGRAPHIC / KNOWABLE





images/00012.jpg





images/00047.jpg





images/00038.jpg





images/00040.jpg
Effect of human activity on long-distance seed dispersal by birds
and mammals
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Avoiding wildlife collisions
with wind turbines

© Curtailment, which means shutting
off turbines at lower wind speeds,
is a very effective method to prevent
bat collisions
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Seed dispersal is not keeping up with climate change
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Inertial confinement fusion
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