Artificial intelligence
How machine learning might unlock earthquake prediction
J. Juniper Friedman 5:00AM, 29 Dec, 2023
This Japanese woodblock print from 1855 depicts
the namazu, a giant mythical catfish said to be responsible for earthquakes. In this scene, craftsmen who will profit from the reconstruction of the city hurry to rescue it from attacking peasants.
In September 2017, about two minutes before a magnitude 8.2 earthquake struck Mexico City, blaring sirens alerted residents that a quake was coming. Such alerts, which are now available in the United States, Japan, Turkey, Italy, and Romania, among other countries, have changed the way we think about the threat of earthquakes. They no longer have to take us entirely by surprise.
Earthquake early warning systems can send alarms through phones or transmit a loud signal to affected regions three to five seconds after a potentially damaging earthquake begins. First, seismometers close to the fault pick up the beginnings of the quake, and finely programmed algorithms determine its probable size. If it is moderate or large, the resulting alert then travels faster than the earthquake itself, giving seconds to minutes of warning. This window of time is crucial: in these brief moments, people can shut off electricity and gas lines, move fire trucks into the streets, and find safe places to go.
The magnitude 9 Tohoku-Oki earthquake of 2011 was preceded by two slow earthquakes.
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But these systems have limitations. There are false positives and false negatives. What’s more, they react only to an earthquake that has already begun—we can’t predict an earthquake the way we can forecast the weather. And so many earthquake-prone regions are left in a state of constant suspense. A proper forecast could let us do a lot more to manage risk, from shutting down the power grid to evacuating residents.
When I started my PhD in seismology in 2013, the very topic of earthquake prediction was deemed unserious, as outside the realm of mainstream research as the hunt for the Loch Ness Monster.
But just seven years later, a lot had changed. When I began my second postdoc in 2020, I observed that scientists in the field had become much more open to earthquake prediction. The project I was a part of, Tectonic, was using machine learning to advance earthquake prediction. The European Research Council was sufficiently convinced of its potential to award it a four-year, €3.4 million grant that same year.
Today, a number of well-respected scientists are getting serious about the prospect of prediction and are making progress in their respective subdisciplines. Some are studying a different kind of slow-motion behavior along fault lines, which could turn out to be a useful indicator that the devastating kind of earthquake we all know and fear is on the way. Others are hoping to tease out hints from other data—signals in seismic noise, animal behavior, and electromagnetism—to push earthquake science toward the possibility of issuing warnings before the shaking begins.
In the dark
Earthquake physics can seem especially opaque. Astronomers can view the stars; biologists can observe an animal. But those of us who study earthquakes cannot see into the ground—at least not directly. Instead, we use proxies to understand what happens inside the Earth when its crust shakes: seismology, the study of the sound waves generated by movement within the interior; geodesy, the application of tools like GPS to measure how Earth’s surface changes over time; and paleoseismology, the study of relics of past earthquakes concealed in geologic layers of the landscape.
Without good knowledge of what’s happening under the ground, it’s impossible to intuit any sense of order.
There is much we still don’t know. Decades after the theory of plate tectonics was widely accepted in the 1960s, our understanding of earthquake genesis hasn’t progressed far beyond the idea that stress builds to a critical threshold, at which point it is released through a quake. Different factors can make a fault more susceptible to reaching that point. The presence of fluids, for instance, is significant: the injection of wastewater fluid from oil and gas production has caused huge increases in tectonic activity across the central US in the last decade. But when it comes to knowing what is happening along a given fault line, we’re largely in the dark. We can construct an approximate map of a fault by using seismic waves and mapping earthquake locations, but we can’t directly measure the stress it is experiencing, nor can we quantify the threshold beyond which the ground will move.
For a long time, the best we could do regarding prediction was to get a sense of how often earthquakes happen in a particular region. For example, the last earthquake to rupture the entire length of the southern San Andreas Fault in California was in 1857. The average time period between big quakes there is estimated to be somewhere between 100 and 180 years. According to a back-of-the-envelope calculation, we could be “overdue.” But as the wide range suggests, recurrence intervals can vary wildly and may be misleading. The sample size is limited to the scope of human history and what we can still observe in the geologic record, which represents a small fraction of the earthquakes that have occurred over Earth’s history.
In 1985, scientists began installing seismometers and other earthquake monitoring equipment along the Parkfield section of the San Andreas Fault, in central California. Six earthquakes in that section had occurred at unusually regular intervals compared to earthquakes along other faults, so scientists from the US Geological Survey (USGS) forecasted with a high degree of confidence that the next earthquake of a similar magnitude would occur before 1993. The experiment is largely considered a failure—the earthquake didn’t come until 2004.
Instances of regular intervals between earthquakes of similar magnitudes have been noted in other places, including Hawaii, but these are the exception, not the rule. Far more often, recurrence intervals are given as averages with large margins of error. For areas prone to large earthquakes, these intervals can be on the scale of hundreds of years, with uncertainty bars that also span hundreds of years. Clearly, this method of forecasting is far from an exact science.
Tom Heaton, a geophysicist at Caltech and a former senior scientist at the USGS, is skeptical that we will ever be able to predict earthquakes. He treats them largely as stochastic processes, meaning we can attach probabilities to events, but we can’t forecast them with any accuracy.
“In terms of physics, it’s a chaotic system,” Heaton says. Underlying it all is significant evidence that Earth’s behavior is ordered and deterministic. But without good knowledge of what’s happening under the ground, it’s impossible to intuit any sense of that order. “Sometimes when you say the word ‘chaos,’ people think [you] mean it’s a random system,” he says. “Chaotic means that it’s so complicated you cannot make predictions.”
But as scientists’ understanding of what’s happening inside Earth’s crust evolves and their tools become more advanced, it’s not unreasonable to expect that their ability to make predictions will improve.
Slow shakes
Given how little we can quantify about what’s going on in the planet’s interior, it makes sense that earthquake prediction has long seemed out of the question. But in the early 2000s, two discoveries began to open up the possibility.
First, seismologists discovered a strange, low-amplitude seismic signal in a tectonic region of southwest Japan. It would last from hours up to several weeks and occurred at somewhat regular intervals; it wasn’t like anything they’d seen before. They called it tectonic tremor.
Meanwhile, geodesists studying the Cascadia subduction zone, a massive stretch off the coast of the US Pacific Northwest where one plate is diving under another, found evidence of times when part of the crust slowly moved in the opposite of its usual direction. This phenomenon, dubbed a slow slip event, happened in a thin section of Earth’s crust located beneath the zone that produces regular earthquakes, where higher temperatures and pressures have more impact on the behavior of the rocks and the way they interact.
The scientists studying Cascadia also observed the same sort of signal that had been found in Japan and determined that it was occurring at the same time and in the same place as these slow slip events. A new type of earthquake had been discovered. Like regular earthquakes, these transient events—slow earthquakes—redistribute stress in the crust, but they can take place over all kinds of time scales, from seconds to years. In some cases, as in Cascadia, they occur regularly, but in other areas they are isolated incidents.
Scientists subsequently found that during a slow earthquake, the risk of regular earthquakes can increase, particularly in subduction zones. The locked part of the fault that produces earthquakes is basically being stressed both by regular plate motion and by the irregular periodic backward motion produced by slow earthquakes, at depths greater than where earthquakes begin. These elusive slow events became the subject of my PhD research, but (as is often the case with graduate work) I certainly didn’t resolve the problem. To this day, it is unclear what exact mechanisms drive this kind of activity.
Could we nevertheless use slow earthquakes to predict regular earthquakes? Since their discovery, almost every big earthquake has been followed by several papers showing that it was preceded by a slow earthquake. The magnitude 9 Tohoku-Oki earthquake, which occurred in Japan in 2011, was preceded by not one but two slow ones. There are exceptions: for example, despite attempts to prove otherwise, there is still no evidence that a slow earthquake preceded the 2004 earthquake in Sumatra, Indonesia, which created a devastating tsunami that killed more than 200,000 people. What’s more, a slow earthquake is not always followed by a regular earthquake. It’s not known whether something distinguishes those that could be precursors from those that aren’t.
It may be that some kind of distinctive process occurs along the fault in the hours leading up to a big quake. Last summer a former colleague of mine, Quentin Bletery, and his colleague Jean-Mathieu Nocquet, both at Géoazur, a multidisciplinary research lab in the south of France, published the results of an analysis of data on crustal deformation in the hours leading up to 90 larger earthquakes. They found that in the two hours or so preceding an earthquake, the crust along the fault begins to deform at a faster rate in the direction of the earthquake rupture until the instant the quake begins. What this tells us, Bletery says, is that an acceleration process occurs along the fault ahead of the motion of the earthquake—something that resembles a slow earthquake.
“This does support the assumption that there’s something happening before. So we do have that,” he says. “But most likely, it’s not physically possible to play with the topic of prediction. We just don’t have the instruments.” In other words, the precursors may be there, but we’re currently unable to measure their presence well enough to single them out before an earthquake strikes.
Bletery and Nocquet conducted their study using traditional statistical analysis of GPS data; such data might contain information that’s beyond the reach of our traditional models and frames of reference. Seismologists are now applying machine learning in ways they haven’t before. Though it is early days yet, the machine-learning approach could reveal hidden structures and causal links in what would otherwise look like a jumble of data.
Finding signals in the noise
Earthquake researchers have applied machine learning in a variety of ways. Some, like Mostafa Mousavi and Gregory Beroza of Stanford, have studied how to use it on seismic data from a single seismic station to predict the magnitude of an earthquake, which can be tremendously useful for early warning systems and may also help clarify what factors determine an earthquake’s size.
Brendan Meade, a professor of earth and planetary science at Harvard, is able to predict the locations of aftershocks using neural networks. Zachary Ross at Caltech and others are using deep learning to pick seismic waves out of data even with high levels of background noise, which could lead to the detection of more earthquakes.
Paul Johnson of the Los Alamos National Laboratory in New Mexico, who became something between a mentor and a friend after we met during my first postdoc, is applying machine learning to help make sense of data from earthquakes generated in the lab.
There are a number of ways to create laboratory earthquakes. One relatively common method involves placing a rock sample, cut down the center to simulate a fault, inside a metal framework that puts it under a confining pressure. Localized sensors measure what happens as the sample undergoes deformation.
In Italy, increased agitation among animals was linked to strong earthquakes, including the deadly Norcia quake in 2016.
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In 2017, a study out of Johnson’s lab showed that machine learning could help predict with remarkable accuracy how long it would take for the fault the researchers created to start quaking. Unlike many methods humans use to forecast earthquakes, this one uses no historical data—it relies only on the vibrations coming from the fault. Crucially, what human researchers had discounted as low-amplitude noise turned out to be the signal that allowed machine learning to make its predictions.
In the field, Johnson’s team applied these findings to seismic data from Cascadia, where they identified a continuous acoustic signal coming from the subduction zone that corresponds to the rate at which that fault is moving through the slow earthquake cycle—a new source of data for models of the region. “[Machine learning] allows you to make these correlations you didn’t know existed. And in fact, some of them are remarkably surprising,” Johnson says.
Machine learning could also help us create more data to study. By identifying perhaps as many as 10 times more earthquakes in seismic data than we are aware of, Beroza, Mousavi, and Margarita Segou, a researcher at the British Geological Survey, determined that machine learning is useful for creating more robust databases of earthquakes that have occurred; they published their findings in a 2021 paper for Nature Communications. These improved data sets can help us—and machines—understand earthquakes better.
“You know, there’s tremendous skepticism in our community, with good reason,” Johnson says. “But I think this is allowing us to see and analyze data and realize what those data contain in ways we never could have imagined.”
Animal senses
While some researchers are relying on the most current technology, others are looking back at history to formulate some pretty radical studies based on animals. One of the shirts I collected over 10 years of attending geophysics conferences features the namazu, a giant mythical catfish that in Japan was believed to generate earthquakes by swimming beneath Earth’s crust.
The creature is seismology’s unofficial mascot. Prior to the 1855 Edo earthquake in Japan, a fisherman recorded some atypical catfish activity in a river. In a 1933 paper published in Nature, two Japanese seismologists reported that catfish in enclosed glass chambers behaved with increasing agitation before earthquakes—a phenomenon said to predict them with 80% accuracy.
The closer the animals were to the earthquake’s source, the more advance warning their seemingly panicked behavior could provide.
Catfish are not the only ones. Records dating back as early as 373 BCE show that many species, including rats and snakes, left a Greek city days before it was destroyed by an earthquake. Reports noted that horses cried and some fled San Francisco in the early morning hours before the 1906 earthquake.
Martin Wikelski, a research director at the Max Planck Institute of Animal Behavior, and his colleagues have been studying the possibility of using the behavior of domesticated animals to help predict earthquakes. In 2016 and 2017 in central Italy, the team attached motion detectors to dogs, cows, and sheep. They determined a baseline level of movement and set a threshold for what would indicate agitated behavior: a 140% increase in motion relative to the baseline for periods lasting longer than 45 minutes. They found that the animals became agitated before eight of nine earthquakes greater than a magnitude 4, including the deadly magnitude 6.6 Norcia earthquake of 2016. And there were no false positives—no times when the animals were agitated and an earthquake did not occur. They also found that the closer the animals were to the earthquake’s source, the more advance warning their seemingly panicked behavior could provide.
Wikelski has a hypothesis about this phenomenon: “My take on the whole thing would be that it could be something that’s airborne, and the only thing that I can think of is really the ionized [electrically charged] particles in the air.”
Electromagnetism isn’t an outlandish theory. Earthquake lights—glowing emissions from a fault that resemble the aurora borealis—have been observed during or before numerous earthquakes, including the 2008 Sichuan earthquake in China, the 2009 L’Aquila earthquake in Italy, the 2017 Mexico City earthquake, and even the September 2023 earthquake in Morocco.
Friedemann Freund, a scientist at NASA’s Ames Research Center, has been studying these lights for decades and attributes them to electrical charges that are activated by motion along the fault in certain types of rocks, such as gabbros and basalts. It is akin to rubbing your sock on the carpet and freeing up electrons that allow you to shock someone.
Some researchers have proposed different mechanisms, while others discount the idea that earthquake lights are in any way related to earthquakes. Unfortunately, measuring electromagnetic fields in Earth’s crust or surface is not straightforward. We don’t have instruments that can sample large areas of an electromagnetic field. Without knowing in advance where an earthquake will be, it is challenging, if not impossible, to know where to install instruments to make measurements.
At present, the most effective way to measure such fields in the ground is to set up probes where there is consistent groundwater flow. Some work has been done to look for electromagnetic and ionospheric disturbances caused by seismic and pre-seismic activity in satellite data, though the research is still at a very early stage.
Small movements
Some of science’s biggest paradigm shifts started without any understanding of an underlying mechanism. The idea that continents move, for example—the basic phenomenon at the heart of plate tectonics—was proposed by Alfred Wegener in 1912. His theory was based primarily on the observation that the coastlines of Africa and South America match, as if they would fit together like puzzle pieces. But it was hotly contested. He was missing an essential ingredient that is baked into the ethos of modern science—the why. It wasn’t until the 1960s that the theory of plate tectonics was formalized, after evidence was found of Earth’s crust being created and destroyed, and at last the mechanics of the phenomenon were understood.
In all those years in between, a growing number of people looked at the problem from different angles. The paradigm was shifting. Wegener had set the wheels of change in motion.
Perhaps that same sort of shift is happening now with earthquake prediction. It may be decades before we can look back on this period in earthquake research with certainty and understand its role in advancing the field. But some, like Johnson, are hopeful. “I do think it could be the beginning of something like the plate tectonics revolution,” he says. “We might be seeing something similar.”
Allie Hutchison is a writer based in Porto, Portugal.
Computing
We need a moonshot for computing
J. Juniper Friedman 5:00AM, 28 Dec, 2023
In its final weeks, the Obama administration released a report that rippled through the federal science and technology community. Titled Ensuring Long-Term US Leadership in Semiconductors, it warned that as conventional ways of building chips brushed up against the laws of physics, the United States was at risk of losing its edge in the chip industry. Five and a half years later, in 2022, Congress and the White House collaborated to address that possibility by passing the CHIPS and Science Act—a bold venture patterned after the Manhattan Project, the Apollo program, and the Human Genome Project. Over the course of three administrations, the US government has begun to organize itself for the next era of computing.
Secretary of Commerce Gina Raimondo has gone so far as to directly compare the passage of CHIPS to President John F. Kennedy’s 1961 call to land a man on the moon. In doing so, she was evoking a US tradition of organizing the national innovation ecosystem to meet an audacious technological objective—one that the private sector alone could not reach. Before JFK’s announcement, there were organizational challenges and disagreement over the best path forward to ensure national competitiveness in space. Such is the pattern of technological ambitions left to their own timelines.
Setting national policy for technological development involves making trade-offs and grappling with unknown future issues. How does a government account for technological uncertainty? What will the nature of its interaction with the private sector be? And does it make more sense to focus on boosting competitiveness in the near term or to place big bets on potential breakthroughs?
The CHIPS and Science Act designated $39 billion for bringing chip factories, or “fabs,” and their key suppliers back to the United States, with an additional $11 billion committed to microelectronics R&D. At the center of the R&D program would be the National Semiconductor Technology Center, or NSTC—envisioned as a national “center of excellence” that would bring the best of the innovation ecosystem together to invent the next generation of microelectronics.
In the year and a half since, CHIPS programs and offices have been stood up, and chip fabrication facilities in Arizona, Texas, and Ohio have broken ground. But it is the CHIPS R&D program that has an opportunity to shape the future of the field. Ultimately, there is a choice to make in terms of national R&D goals: the US can adopt a conservative strategy that aims to preserve its lead for the next five years, or it can orient itself toward genuine computing moonshots. The way the NSTC is organized, and the technology programs it chooses to pursue, will determine whether the United States plays it safe or goes “all in.”
Welcome to the day of reckoning
In 1965, the late Intel founder Gordon Moore famously predicted that the path forward for computing involved cramming more transistors, or tiny switches, onto flat silicon wafers. Extrapolating from the birth of the integrated circuit seven years earlier, Moore forecast that transistor count would double regularly while the cost per transistor fell. But Moore was not merely making a prediction. He was also prescribing a technological strategy (sometimes called “transistor scaling”): shrink transistors and pack them closer and closer together, and chips become faster and cheaper. This approach not only led to the rise of a $600 billion semiconductor industry but ushered the world into the digital age.
Ever insightful, Moore did not expect that transistor scaling would last forever. He referred to the point when this miniaturization process would reach its physical limits as the “day of reckoning.” The chip industry is now very close to reaching that day, if it is not there already. Costs are skyrocketing and technical challenges are mounting. Industry road maps suggest that we may have only about 10 to 15 years before transistor scaling reaches its physical limits—and it may stop being profitable even before that.
To keep chips advancing in the near term, the semiconductor industry has adopted a two-part strategy. On the one hand, it is building “accelerator” chips tailored for specific applications (such as AI inference and training) to speed computation. On the other, firms are building hardware from smaller functional components—called “chiplets”—to reduce costs and improve customizability. These chiplets can be arranged side by side or stacked on top of one another. The 3D approach could be an especially powerful means of improving speeds.
This two-part strategy will help over the next 10 years or so, but it has long-term limits. For one thing, it continues to rely on the same transistor-building method that is currently reaching the end of the line. And even with 3D integration, we will continue to grapple with energy-hungry communication bottlenecks. It is unclear how long this approach will enable chipmakers to produce cheaper and more capable computers.
Building an institutional home for moonshots
The clear alternative is to develop alternatives to conventional computing. There is no shortage of candidates, including quantum computing; neuromorphic computing, which mimics the operation of the brain in hardware; and reversible computing, which has the potential to push the energy efficiency of computing to its physical limits. And there are plenty of novel materials and devices that could be used to build future computers, such as silicon photonics, magnetic materials,and superconductor electronics. These possibilities could even be combined to form hybrid computing systems.
None of these potential technologies are new: researchers have been working on them for many years, and quantum computing is certainly making progress in the private sector. But only Washington brings the convening power and R&D dollars to help these novel systems achieve scale. Traditionally, breakthroughs in microelectronics have emerged piecemeal, but realizing new approaches to computation requires building an entirely new computing “stack”—from the hardware level up to the algorithms and software. This requires an approach that can rally the entire innovation ecosystem around clear objectives to tackle multiple technical problems in tandem and provide the kind of support needed to “de-risk” otherwise risky ventures.
Does it make more sense to focus on boosting competitiveness in the near term or to place big bets on potential breakthroughs?
The NSTC can drive these efforts. To be successful, it would do well to follow DARPA’s lead by focusing on moonshot programs. Its research program will need to be insulated from outside pressures. It also needs to foster visionaries, including program managers from industry and academia, and back them with a large in-house technical staff.
The center’s investment fund also needs to be thoughtfully managed, drawing on best practices from existing blue-chip deep-tech investment funds, such as ensuring transparency through due-diligence practices and offering entrepreneurs access to tools, facilities, and training.
It is still early days for the NSTC: the road to success may be long and winding. But this is a crucial moment for US leadership in computing and microelectronics. As we chart the path forward for the NSTC and other R&D priorities, we’ll need to think critically about what kinds of institutions we’ll need to get us there. We may not get another chance to get it right.
Brady Helwig is an associate director for economy and PJ Maykish is a senior advisor at the Special Competitive Studies Project, a private foundation focused on making recommendations to strengthen long-term US competitiveness.
Climate change and energy
Six takeaways from a climate-tech boom
David Rotman 5:00AM, 27 Dec, 2023
The surge of climate-tech startups seeking to reinvent clean energy and transform huge industrial markets is fueling optimism about our prospects for addressing climate change. Tens of billions are pouring into these venture-backed companies in just about every field you can imagine, from green steel to nuclear fusion.
As I explain in “Climate tech is back—and this time, it can’t afford to fail,” investments led by venture capitalists could play a critical role in developing novel sources of clean energy and greener industrial processes. Speaking to numerous VCs, people at startups, and those academics who study innovation in so-called deep tech, I became convinced we’re in the early stages of a carbon-free economy.
But the optimism comes with a warning. As a journalist who wrote extensively about cleantech 1.0, which began around 2006 and collapsed by 2013 as countless solar, battery, and biofuel firms failed, I have a sense of wariness. All of it feels a bit too familiar: the exuberance of the VCs, the hundred of millions going to risky demonstration plants testing unproven technologies, and the potential political backlash over government support of aggressive climate policies. Writing about the current climate-tech boom means keeping in mind that most previous venture-backed startups in cleantech have failed miserably.
Today’s investors and entrepreneurs hope this time is different. As I discovered in speaking with them, there are plenty of reasons they might be right; there is far more money available, and far more demand for cleaner products from consumers and industrial customers. Yet many of the challenges seen in the first boom still exist and provide ample reason to worry about the success of today’s climate-tech startups.
Here are some of the key lessons from cleantech 1.0. To learn more, you can read my full report here.
Lesson #1: Demand matters. This is basic to any market but is oft ignored in climate tech: someone needs to want to buy your product. Despite the public and scientific concerns over climate change, it’s a tough sell to get people and companies to pay extra for, say, green concrete or clean electricity.
A recent study by David Popp at Syracuse University and his colleague Matthias van den Heuvel suggests that weak demand, more than the costs and risks associated with scaling up startups, was what doomed the first cleantech wave.
Many of the products in cleantech are commodities; price often matters above all else, and green products, especially when they are first introduced, are typically too expensive to compete. The argument helps to explain the great exception to the cleantech 1.0 bust: Tesla Motors. “Tesla’s been able to differentiate their product: the brand itself has value,” says Popp. But, he adds, “it’s hard to imagine that there’s going to be a trendy [green] hydrogen brand.”
The findings suggest that government policies are probably most effective when they help to create demand for, say, green hydrogen or cement rather than directly funding startups as they struggle toward commercialization.
Lesson #2: Hubris hurts. One of the most obvious problems in cleantech 1.0 was the extreme hubris of many of its advocates. Leading cheerleaders and money men (yes, nearly all were men) had made their fortunes on computers, software, and the web and sought to apply the same strategies to cleantech.
“Rule number one: do not have people invest in a category who do not know about the category,” says Matthew Nordan, general partner at Azolla Ventures. “Cleantech 1.0 investors were largely folks from tech and biotech, desperately trying to come up to speed on industrial categories they knew little about.”
These days many venture capitalists profess to be chastened by the experience of cleantech 1.0 and deeply ingrained in the industries they hope to disrupt. But there are still some high-profile investors parachuting in from making fortunes in Big Tech who are convinced they have the solution to the world’s biggest problem.
I asked Josh Lerner, a professor at Harvard Business School who studies how venture capital works, why such investors haven’t learned from the past. The pessimistic view, he says, “is that these guys are just megalomaniac characters who want to save the world and view themselves as heroes, and they’re just fools plunging again even though they had their head handed to them before.” A more optimistic view, he says, is that they might be able “to take some of the knowledge and innovations that happened in the software arena and put them to work here.”
Lesson #3: Molecules are different from bits. Yes, of course, we know writing code is easier and cheaper than building a steel plant. But just how much riskier and unpredictable it is to scale up molecule-based businesses was an unpleasant surprise to many during cleantech 1.0. Poor yields or the synthesis of unwanted by-products—problems that might have seemed like small hiccups in the lab—can be show stoppers as the process is scaled up and must compete against existing technologies.
Finding out whether a process is commercially competitive typically means building a demonstration plant, often costing $100 million or more. Many startups during cleantech 1.0 got tripped up when processes that worked fine in the lab didn’t work nearly as well in larger facilities. You just don’t know if an industrial process will work until you build it.
The hope these days is that far more computation power and the use of artificial intelligence will allow startups to simulate how processes will work before actually building anything. Running a new way to make green hydrogen in silico to see what goes wrong is certainly far cheaper and safer than building a $100 million demonstration plant.
Lesson #4: The real takeaway from Solyndra. The failure of the company, which received a $535 million loan guarantee from the US government to manufacture a novel type of solar panel, is the one that everyone remembers from cleantech 1.0. And it’s often offered as strong evidence of what goes wrong when governments try to pick winners. But the lingering lesson from the failure of Solyndra is quite different.
First—whether you’re in government or a venture capitalist—don’t invest in technology that makes little manufacturing sense and has dubious market demand. Solyndra’s product was a highly complex cylinder-shaped solar panel that required custom and unproven equipment to build.
See lessons #1, #2, and #3. I wrote this in 2011: “What Solyndra lacked, though, was market savvy and manufacturing flexibility. Although the company had quickly traversed what Silicon Valley’s entrepreneurs like to call ‘the valley of death’—the risky financial period between receiving initial venture funding and beginning to earn revenues—it badly faltered in turning its operations into a viable, long-term business. If there is a prevailing lesson from the Solyndra debacle, it has to do with the danger of trying to do too much too quickly—and doing it alone.”
Solyndra would likely have failed anyway, but had the company gone slower, a lot of people, including both US taxpayers and the VCs who ponied up hundreds of millions, would have lost a lot less money.
Lesson #5: Politics can change everything. The 2022 Inflation Reduction Act, which helped fuel the recent wave of cleantech investments, passed Congress without a single Republican vote. Simply put, electing a Republican president in 2024 could mean an end to the aggressive federal climate policies.
And there is an ongoing backlash in many other industrial countries. Recently in the UK, the prime minister proposed weakening the country’s climate policies. Even Germany is showing signs of backing away from political support and funding for cleantech.
In his recent paper, Syracuse’s Popp and his coauthor traced the woes of cleantech 1.0 back to a largely forgotten Senate election in early 2010. After the death of the liberal Democrat Ted Kennedy, Massachusetts voters elected the Republican Scott Brown, dooming a comprehensive climate bill being debated in Congress. Without the possibility of carbon pricing, many venture investors lost interest in clean-energy startups.
By the end of the year, a newly elected Republican majority in the US House of Representatives had doomed additional large federal investments in clean energy.
Politics do matter. And they can change overnight.
Lesson #6: Survival is all about the economics. The early days of cleantech 1.0 were filled with enthusiasm and good intentions. People saw climate change as an existential crisis, and technology, led by visionary entrepreneurs and venture capitalists, was going to solve it. The vibes these days are in many ways similar; in fact, people are even more intense and committed. The brilliance of many new climate technologies is evident, and we desperately need them.
But none of that will ensure success. Venture-backed startups will need to survive on the basis of economics and financial advantages, not good intentions.
The simple fact is that we have too few examples of prosperous climate-tech startups with radical new technology. It’s all still a grand experiment. Cleantech 1.0 taught us what can go wrong. We’re still learning how to get it right.
Biotechnology and health
A high-tech mouthguard that might help prevent concussions
J. Juniper Friedman 4:27AM, 27 Dec, 2023
When athletes or soldiers have a concussion, the most beneficial course of action is to simply get them off the playing field or out of the action so they can recover. Yet much about head injuries remains a mystery, including the reasons why some impacts result in concussion while others don’t.
But new measuring devices are being developed that could help deliver a wealth of information about head impacts. By giving an immediate warning that a person needs to be removed from action or play, they could help protect soldiers and athletes alike from brain damage.
Appreciation of the real risks of head injuries has been a long time coming. “Even 10 years ago, if someone took a big hit they were told to get up and play or keep going,” says Mike Shogren, CEO of Prevent Biometrics. “Now reducing major head impacts and understanding concussion risk is a major focus in sports and the military.”
Prevent is one of several companies developing new sensors to precisely measure and record head impacts, which would help identify possible concussions and provide data for studies of cumulative effects.
Scientists have been trying to measure the forces involved in head trauma for a long time, says Adam Bartsch, the company’s chief science officer. “Decades ago, scientists had to use Rube Goldberg contraptions to study head impact,” he says. “Sometimes these were made from a dental mold with a rigid plate and sensors bigger than dice, with a 10-meter-long cable connecting it to a computer. The wearer would drool and the data wasn’t perfect, but it was the best they had.”
First conceived at the Cleveland Clinic, Prevent’s device, the Impact Monitoring Mouthguard (IMM), fits into the wearer’s mouth, working as both a monitoring tool and a functional mouthguard. It calculates the force, location, direction, and number of impacts and can then transmit data via Bluetooth to other devices for assessment.
Prevent is using the IMM to study parachute landing falls (or PLFs), a landing technique that was developed by the United States Army as part of its paratrooper training program, using over 2,000 paratroopers as subjects. A correctly executed PLF absorbs the shock of hitting the ground as the parachutist lands feet first and falls sideways, successively distributing the landing shock along the calves, thighs, hips, and back. But an error can whip the parachutist’s head backwards and onto the ground. The IMM’s sensors revealed that this occurs far more often than anyone realized.
PREVENT BIOMETRICS
“We found a significant head impact in about 5% of jumps,” says Bartsch. “That’s about 30 times as much as the published incidence of concussion in paratroopers.” A battery of tests confirmed that the events the mouthguard registered as possibly causing concussions had in fact done so. Paratroopers tend to just get up and carry on after a bad landing, so the official figures had previously reflected only the injuries of those who were physically unable to get up on their own.
In sports, similarly, athletes are often encouraged to “get over it” rather than report an injury. Prevent is carrying out a large-scale project with World Rugby, which will monitor players and allow coaches to take injured players off the field and have them assessed. (Several other instrumented mouthguards—the Biocore, the ORB, and HitIQ—are being developed for other sports, including boxing and lacrosse.) In the future, Prevent hopes to be able to evaluate the total effect of lots of smaller shocks to see under what circumstances they cause serious cumulative injury. “Understanding total exposure on top of just major impacts is also critical,” Shogren says. “It’s like in a boxing match. The impact that knocks you out at the end might not have knocked you out on its own in the first round.”
David Hambling is a technology journalist based in South London.
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Meet the economist who wants the field to account for nature
J. Juniper Friedman 5:00AM, 26 Dec, 2023
Gretchen Daily photographed with one of her chickens at her home in Stanford, California, Friday, Jan. 26, 2018. (Photo by Patrick Tehan)
What is the true value of a honeybee? A mountain stream? A mangrove tree?
Gretchen Daily, cofounder and faculty director of the Stanford Natural Capital Project, has dedicated her career to answering such complex questions. Using emerging scientific data and the project’s innovative open-source software, Daily and her team help governments, international banks, and NGOs to not only quantify the value of nature, but also determine the benefits of conservation and ecosystem restoration.
This marriage of ecological and economic concerns may seem an unusual one to some. But to Daily, it’s a union as natural as the planet’s ecosystems themselves.
Daily completed her doctoral work in ecology at Stanford during the 1990s. It was, she says, a revolutionary time for interdisciplinary approaches to both economic and ecological crises. Spurred by a summit hosted by the Royal Swedish Academy of Scientists, ecologists and economists began coming together for the first time to consider the benefits of a joint approach to developing economic and environmental policy.
“For so much of our history, humanity had operated under the assumption that nature was infinite,” says Daily. “We knew that collapses of civilization were at least in part because of the destruction of the local environment, but nobody thought that could happen at a planetary scale.”
“Many of us finally began to see that, fundamentally, environmental problems are economic and social problems. We cannot maintain the vitality and security of the biosphere without valuing nature.”
Gretchen Daily
Global climate change and its myriad impacts changed all that. “That crisis forced us all to rethink the assumptions on which economic systems operate,” she says. “It also revealed the frailties in different lines of inquiry that have built up for decades and even centuries.”
In 1997, Daily edited Nature’s Services: Societal Dependence on Natural Ecosystems—one of the first books to introduce the concept of ecosystem services, a field that seeks to quantify the value of resources such as clean water, fertile soil, and species habitats. The release of that book inspired unprecedented interdisciplinary collaboration on issues of ecology and economics.
“I think many of us finally began to see that, fundamentally, environmental problems are economic and social problems,” she says. “We cannot maintain the vitality and security of the biosphere without valuing nature.”
That recognition, Daily says, inspired her to create the Natural Capital Project in 2005. More than anything, she adds, the initiative was born out of the idea that mapping and modeling the value of nature would compel global leaders to see the inherent benefits of conservation as well.
A partnership between Stanford, the Chinese Academy of Sciences, the Nature Conservancy, the University of Minnesota, and the World Wildlife Fund, the Natural Capital Project now works with banks, governments, and nonprofit organizations around the globe.
The organization’s open-source software model, called InVEST, combines data gleaned from thousands of researchers working with techniques such as satellite imaging, soil surveys, climate modeling, and human development mapping to quantify and place a value on natural resources. Recent advances in this data collection, along with machine learning and software modeling, allow the Natural Capital team to evaluate ecosystems at a level of detail and sophistication previously considered impossible.
In a recent project undertaken for the Colombian government, for instance, the Natural Capital Project assisted in establishing a conservation plan for the Caribbean Gulf of Morrosquillo and its hinterlands. The region’s Rio Sinú is an essential source of drinking water for many downstream communities but also originates in an area that depends upon logging, ranching, and agriculture for its financial security. Using InVEST, Daily and her team were able to determine the actual cost of silt deposition in the river, particularly for drinking water and hydropower, and the value of maintaining upstream forests that would prevent that congestion from occurring.
“We were able to show that communities in the region were benefiting from this forest in ways they hadn’t necessarily realized,” says Lisa Mandle, lead scientist and director of science-software integration for the Natural Capital Project. “We can never capture the total value of a forest in terms of cultural and spiritual values or even biodiversity, but we can say that it has measurable economic values across dimensions that have not been considered before.”
And that, says Mandle, has created powerful incentives for the Colombian government to think about how to support the communities within that crucial forest.
A similar approach, also crafted by the Natural Capital Project, helps countries determine their gross ecosystem product, or GEP. Modeled after the gross domestic product, the GEP index allows nations to determine the monetary value of their ecological systems. Daily and her team piloted this index in 2014 on both municipal and national scales in China, and it was adopted by the United Nations Statistical Commission in 2021.
“Just as the Great Depression exposed the urgent need for better macroeconomic performance metrics, our current ‘Great Degradation’ of natural capital is making it imperative that we track ecological performance and use that information to guide investments in revitalization and regeneration,” says Daily, who predicts that the GEP metric will be employed globally within the next decade.
In the meantime, she and her team are dedicated to streamlining their ecological assessments in a way that makes the final analysis and visualization easier for political leaders, investors, and local communities to use. Making that information more accessible, she says, will be crucial for fostering a cultural shift toward recognizing humanity’s dependence upon the biosphere.
In many ways, this idea of codifying the value of nature has been 30 years in the making. And it couldn’t have become reality without Daily’s vision, says Qingfeng Zhang, a senior director at the Asian Development Bank, which now includes a Natural Capital Lab inspired and supported by the Stanford project. This initiative, which was launched in 2020, created a platform for the bank to promote sustainable finance with the help of tools that Daily and her team developed.
“Gretchen’s work in the area of environmental science and its implications for public policy has been monumental,” says Zhang. “Her InVEST model and GEP concept are transforming the way governments, corporations, and civil society look at nature. We now have a tangible economic basis to invest in protecting and growing nature.”
Kathryn Miles is a journalist and the author of five books including, most recently, Trailed: One Woman’s Quest to Solve the Shenandoah Murders.
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